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Abstract Several methods have been proposed in the literature in order to
estimate the dimensionality in sliced inverse regression. Most of these methods
are based on sequential tests for the nullity of the last eigenvalues of suit-
able operators. We first establish non consistency for estimators resulting from
these methods. Then, we propose an estimator obtained by minimizing a suit-
able penalization of a statistic based on eigenvalues. A consistency property is
established for this estimator and a simulation study is undertaken to evaluate
its finite sample performance.
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1 Introduction

Let X be a random variable defined on a probability space (�, A, P) and valued
into a p-dimensional euclidean space E with inner product 〈·, ·〉E and associated
norm ‖·‖E . When E = R

p we use the usual inner product 〈·, ·〉Rp in R
p defined

by 〈u, v〉E = u
′
v = ∑p

i=1 uivi, where u = (
u1, . . . , up

)′
and v = (

v1, . . . , vp
)′

.
Given an univariate response variable Y, we consider the model

Y = f (〈b1, X〉E , . . . , 〈bK, X〉E , ε) (1)
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