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Accurate confidence intervals in regression analyses
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Abstract A linear model in which random errors are distributed independently
and identically according to an arbitrary continuous distribution is assumed.
Second- and third-order accurate confidence intervals for regression parameters
are constructed from Charlier differential series expansions of approximately
pivotal quantities around Student’s t distribution. Simulation verifies that small
sample performance of the intervals surpasses that of conventional asymptotic
intervals and equals or surpasses that of bootstrap percentile-t and bootstrap
percentile-|t| intervals under mild to marked departure from normality.
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1 Introduction

Non-normality of the parent population can greatly influence type I error rate
of t tests as well as coverage of confidence intervals for means, especially if
sample size is small (Pearson and Please, 1975, Bowman et al., 1977, Posten,
1979, Cressie, 1980). If sample size is large and departure from normality is
not too severe, however, then the t test might still be used. Ractliffe (1968),
Posten (1979), and Cressie et al. (1984) provided guidelines for this strategy. If
the distribution has heavy tails or if outliers are present then a procedure based
on trimmed means or on a robust estimating function (e.g., M or S) could be
employed (Rousseeuw and Leroy, 1987, Staudte and Sheather, 1990, Wilcox,
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