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Abstract Limitation of the cross-validation method of bandwidth selection is
well known when applied to data with ties. A method which resolves this prob-
lem and which is easy to understand and implement is proposed. We show that
the proposed approach is viable in theory, by proving its asymptotic equivalence
to the standard cross-validation method. The practical usefulness is shown in
simulations and an application to a real data example.
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1 Introduction

The choice of smoothing parameter is crucial for nonparametric kernel density
estimation and hence, not surprisingly, it has been one of the most intensely dis-
cussed and researched topics in statistical literature. This has lead to a wide vari-
ety of methods of bandwidth (that is, smoothing parameter) selection for kernel
density estimation. Of the various methods proposed, plug-in and least squares
cross-validation are the most preferred approaches. A detailed appraisal of
these methods is given in Loader (1999). The author concludes that in the
detailed analysis plug-in approaches to bandwidth selection fare poorly. This is
due to their heavy dependence on the arbitrary specification of pilot bandwidths
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