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Abstract Consider the polynomial regression model Y = β0+β1 X+· · ·+βp X p+
σ(X)ε, where σ 2(X) = Var(Y |X) is unknown, and ε is independent of X and has
zero mean. Suppose that Y is subject to random right censoring. A new estimation
procedure for the parameters β0, . . . , βp is proposed, which extends the classi-
cal least squares procedure to censored data. The proposed method is inspired by
the method of Buckley and James (1979, Biometrika, 66, 429–436), but is, unlike
the latter method, a noniterative procedure due to nonparametric preliminary esti-
mation of the conditional regression function. The asymptotic normality of the
estimators is established. Simulations are carried out for both methods and they
show that the proposed estimators have usually smaller variance and smaller mean
squared error than the Buckley–James estimators. The two estimation procedures
are also applied to a medical and an astronomical data set.
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1 Introduction

Suppose the random vector (X, Y ) satisfies the polynomial regression model

Y = β0 + β1 X + · · · + βp X p + σ(X)ε, (1)

where σ 2(X) = Var(Y |X), and the error term ε (with unknown distribution Fε)
is independent of X and has zero mean. We suppose that Y is subject to random
right censoring, i.e. instead of observing Y we only observe (Z , �), where Z =
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