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Abstract This paper deals with nonparametric estimation of a regression curve,
where the estimation method should preserve possible jumps in the curve. At each
point x at which one wants to estimate the regression function, the method chooses
in an adaptive way among three estimates: a local linear estimate using only data-
points to the left of x, a local linear estimate based on only datapoints to the right
of x, and finally a local linear estimate using data in a two-sided neighbourhood
around x. The choice among these three estimates is made by looking at differences
of the weighted residual mean squares of the three fits. The resulting estimate pre-
serves the jumps well and in addition gives smooth estimates of the continuity parts
of the curve. This property of compromise between local smoothing and jump-pre-
serving is what distinguishes our method from most previously proposed methods,
that mainly focused on local smoothing and consequently blurred possible jumps,
or mainly focused on jump-preserving and hence led to rather noisy estimates in
continuity regions of the underlying regression curve. Strong consistency of the
estimator is established and its performance is tested via a simulation study. This
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study also compares the current method with some existing methods. The current
method is illustrated in analyzing a real dataset.
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1 Introduction

When one wants to estimate a regression function that possibly shows a discon-
tinuous behaviour at certain places, two smoothing approaches have been adopted
in the literature. The first approach, which we will call the indirect approach, esti-
mates the discontinuity locations first and then considers different segments of the
design interval, on which the underlying function is assumed to be continuous. The
final estimate of the regression function is obtained by using a conventional esti-
mator (e.g., a local linear estimator) on each of the segments. Such an approach can
provide estimates of jump sizes simultaneously. By this approach, good estimation
of the regression function depends on accurate estimates of the jump locations. It
also requires users to implement each of its two steps properly. As long as the jump
locations are accurately estimated, its estimates in continuity regions often show
the desired smoothness. The second approach, called the direct approach, estimates
the regression curve directly, without first estimating the number and locations of
discontinuity points. By this approach one starts with the idea that each point in
the design interval is a potential discontinuity point and thus the curve estimation
method should adapt at each point to a possible discontinuity. Therefore it is conve-
nient to use and also preserves potential jumps well. A consequence of this built-in
flexibility is that the resulting estimates often show a quite ‘unsmooth’behaviour in
regions where the underlying regression function is actually continuous. For both
approaches one can use methods based on kernel smoothing, splines, wavelets, etc.

The two approaches mentioned above are quite different in nature and a thor-
ough comparison of them is lacking. It is even questionable whether such a com-
parison makes much sense because their major objectives are quite different. By
the first approach, the major goal is to obtain good estimates of jump locations and
jump sizes. Estimation of the regression function in its continuity regions is often
secondary. On the other hand, the major goal of the second approach is to obtain
an overall good estimation of the regression function, and it should be noted that
a good overall estimate of the regression function may not necessarily reveal jump
locations and sizes well. Due to this difference in major goals, it is even difficult
to choose an appropriate criterion for comparisons.

This paper suggests a “greedy” jump-preserving curve estimation method which
has the properties that: (1) it is still a direct method and therefore jumps are not de-
tected explicitly before curve estimation, (2) its curve estimate behaves ‘smoother’
in the continuity regions than those of most existing direct methods, and (3) it still
preserves possible jumps well. Therefore the proposed new methodology combines
the major benefits of existing direct and indirect jump-curve estimation methods.
It might be greedy to achieve these goals simultaneouly.

For estimating continuous regression functions, there exist many smoothing
methods in the literature. Among the kernel smoothing methods there are the
Nadaraya–Watson estimator, the Gasser–Müller estimator, the local linear kernel


