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Abstract A decision problem is defined in terms of an outcome space, an
action space and a loss function. Starting from these simple ingredients, we
can construct: Proper Scoring Rule; Entropy Function; Divergence Function;
Riemannian Metric; and Unbiased Estimating Equation. From an abstract view-
point, the loss function defines a duality between the outcome and action spaces,
while the correspondence between a distribution and its Bayes act induces a
self-duality. Together these determine a “decision geometry” for the family of
distributions on outcome space. This allows generalisation of many standard
statistical concepts and properties. In particular we define and study general-
ised exponential families. Several examples are analysed, including a general
Bregman geometry.
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1 Introduction

Consider a statistical decision problem (X , A, L), defined in terms of an out-
come space X , action space A, and real-valued loss function L. Letting P be a
suitable class of distributions over X such that L(P, a) := EX∼PL(X, a) exists
for all a ∈ A, P ∈ P , we introduce, for P, Q ∈ P , x ∈ X :

Bayes act aP := arg infa∈A L(P, a)
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