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Abstract We consider high-dimensional data which contains a linear
low-dimensional non-Gaussian structure contaminated with Gaussian noise,
and discuss a method to identify this non-Gaussian subspace. For this problem,
we provided in our previous work a very general semi-parametric framework
called non-Gaussian component analysis (NGCA). NGCA has a uniform prob-
abilistic bound on the error of finding the non-Gaussian components and within
this framework, we presented an efficient NGCA algorithm called Multi-index
Projection Pursuit. The algorithm is justified as an extension of the ordinary
projection pursuit (PP) methods and is shown to outperform PP particularly
when the data has complicated non-Gaussian structure. However, it turns out
that multi-index PP is not optimal in the context of NGCA. In this article,
we therefore develop an alternative algorithm called iterative metric adapta-
tion for radial kernel functions (IMAK), which is theoretically better justifiable
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within the NGCA framework. We demonstrate that the new algorithm tends to
outperform existing methods through numerical examples.

Keywords Linear dimension reduction · Non-Gaussian subspace · Projection
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1 Introduction

Suppose that we are given a set of i.i.d. observations Xi ∈ R
d, (i = 1, . . . , n)

obtained as a sum of a signal S ∈ R
m (m ≤ d) with an unknown non-Gaussian

distribution and a Gaussian noise component N ∈ R
d:

X = AS + N, (1)

where A is a d×m matrix of rank m, N ∼ N(0,�) and S and N are assumed to be
independent. The rationale behind this model is that in most real-world appli-
cations the ‘signal’ or ‘information’ contained in the high-dimensional data is
essentially non-Gaussian while the ‘rest’ can be interpreted as high-dimensional
Gaussian noise. Under this modeling assumption, therefore, the tasks are to esti-
mate the relevant non-Gaussian subspace and to recover the low-dimensional
non-Gaussian structures by linear dimension reduction. Although our goal is
dimension reduction, we want to emphasize that we do not assume the Gaussian
components to be of smaller order of magnitude than the signal components.
This setting therefore excludes the use of common (nonlinear) dimensionality
reduction methods such as PCA, Isomap (Tenenbaum, et al. 2000) and LLE
(Roweis and Saul, 2000) that are based on the assumption that the data lies,
say, on a lower dimensional manifold, up to some small noise distortion.

If the non-Gaussian components Sj (j = 1, . . . , m) are mutually indepen-
dent, the model turns out to be the under-complete noisy ICA, and there exist
algorithms to extract the independent components in the presence of Gauss-
ian noise (Hyvärinen, et al. 2001). However, independence is often a too strict
assumption on practical data.

In contrast, projection pursuit (PP) (Friedman and Tukey, 1974; Huber, 1985)
or FastICA in the deflation mode (Hyvärinen, 1999; Hyvärinen, et al. 2001) can
also extract dependent non-Gaussian structures. PP iteratively finds directions
that maximize a prefixed single non-Gaussianity index. However, it is known
that some indices are suitable for finding super-Gaussian components and oth-
ers are suited for identifying sub-Gaussian components (Hyvärinen, et al. 2001).
Therefore, PP with a single prefixed non-Gaussianity index tends to give unde-
sired results if the data contains both super- and sub-Gaussian components.

To cope with this problem, two different approaches have been suggested.
One is PP with an adaptive single index which learns an efficient index simulta-
neously from a family of functions. Because it is known that the optimal index
in the sense of asymptotic variance depends on the density of each non-Gauss-
ian component (Hyvärinen, et al. 2001, Theorem 14.2), even non-parametric


