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Abstract Let X be a random variable taking values in a function space F , and
let Y be a discrete random label with values 0 and 1. We investigate asymptotic
properties of the moving window classification rule based on independent copies
of the pair (X, Y ). Contrary to the finite dimensional case, it is shown that the
moving window classifier is not universally consistent in the sense that its proba-
bility of error may not converge to the Bayes risk for some distributions of (X, Y ).
Sufficient conditions both on the space F and the distribution of X are then given
to ensure consistency.
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1 Introduction

In many experiments, scientists and practitioners often collect samples of curves
and other functional observations. For instance, curves arise naturally as observa-
tions in the investigation of growth, in climate analysis, in food industry or in speech
recognition; Ramsay and Silverman (1997) discuss other examples. The aim of the
present paper is to investigate whether the classical nonparametric classification
rule based on kernel (as discussed, for example, in Devroye et al. 1996) can be
extended to classify functions.
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