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Abstract In this paper, we define a new kernel estimator of the regression func-
tion under a left truncation model. We establish the pointwise and uniform strong
consistency over a compact set and give a rate of convergence of the estimate. The
pointwise asymptotic normality of the estimate is also given. Some simulations
are given to show the asymptotic behavior of the estimate in different cases. The
distribution function and the covariable’s density are also estimated.
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1 Introduction

Let Y be a real random variable (rv) with distribution function (df) F and X a
random vector of covariates taking its values in IRs with df V and continuous den-
sity v. We want to estimate Y after observing X. The regression function at a point
x is the conditional expectation of Y given X = x, that is

IE [Y | X = x] =: m(x), (1)

which can be written m(x) = ψ(x)/v(x) with

ψ(x) =
∫
yF(x, dy) (2)
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