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Abstract A multivariate distribution is said to have multiplicative correlation if
the correlation matrix R = (rij ) is written as rij = δiδj or rij = −δiδj (i �= j)
for a parameter vector δ = (δ1, . . . , δn). We first determine feasible values for δ
and show that variables with such a correlation matrix can always be decomposed
into a common “signal” variable plus individual “noise” variables. It is also shown
that a special case of this correlation matrix implies a sum constraint among vari-
ables and vice versa. Such properties illustrate why many multivariate distributions
have such a correlation structure. Furthermore, several invariance properties lead
to simple relations among several multivariate distributions.
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1 Introduction

An n-dimensional multivariate distribution is said to have multiplicative correla-
tion if the correlation matrix R = (rij ) can be written as rij = δiδj or rij =
−δiδj (i �= j) for a parameter vector δ = (δ1, . . . , δn). A simple example of mul-
tivariate distribution which has a multiplicative correlation of the matrix notation
R = diag(1 ∓ δ2) ± δδT is the multivariate Poisson or the multivariate gamma
distribution derived by the so called reduction method (Mardia, 1970, p. 74.) Such
a distribution is derived as the joint distribution of Xi = Z0 + Zi(i = 1, . . . , n)
where Z0, Z1, . . . , Zn are independent Poisson or gamma distributed random vari-
ables (see, Johnson, Kotz, & Balakrishnan, 1997, p. 139; Kotz, Balakrishnan, &
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