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Abstract The estimation of multivariate regression functions from bounded i.i.d.
data is considered. The L2 error with integration with respect to the design measure
is used as an error criterion. The distribution of the design is assumed to be con-
centrated on a finite set. Neural network estimates are defined by minimizing the
empirical L2 risk over various sets of feedforward neural networks. Nonasymptot-
ic bounds on the L2 error of these estimates are presented. The results imply that
neural networks are able to adapt to additive regression functions and to regression
functions which are a sum of ridge functions, and hence are able to circumvent the
curse of dimensionality in these cases.
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1 Introduction

Neural networks are frequently implemented in applications. They are motivated
by the desire to model human brain by computer. The original biological moti-
vation for such networks stems from McCulloch and Pitts (1943) who modeled a
neuron by a binary thresholding device in discrete time. This so-called perceptron
applies a threshold element to a linear combination of its d inputs:

g(x) = σ
(
aTx + b

)
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