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Abstract. A class of Orthomin-type methods for linear systems based on 
conjugate residuals is extended to a form suitable for solving a least 
squares problem with weight. In these algorithms a mapping matrix as 
preconditioner is brought into use. We also give a necessary and sufficient 
condition for the convergence of the algorithm. Furthermore, we also 
study the construction of the mapping matrix for which the necessary and 
sufficient condition holds. 
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1. Introduction 

Let A be an m x n (m_> n) real inconsistent matrix, x and b real 
vectors of respective dimensions n and m. The system of linear equations 

(1.1) A x  = b 

possibly has no solution. Alternately, it is natural to consider solving the 
least equares problem with weight of equation (I. 1): 

(1.2) I lk  - A E I I ~  = m i n  l i b  - Zxll~ 
xeR"  

where E is a solution and the W-norm I1" IIw is defined by Ilx[I w= (x, Wx) 
for a symmetric positive definite matrix IV. There is an n x m matrix G 
such that Gb is always a solution of the W-least squares problem equat ion 
(1.2) for any b (Rao and Mitra (1971)). This G is called a generalized 
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