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Abstract. The redundancy of some variables in discriminant analysis 
and its tests were developed by Rao (1946, Sankhy-6, 7, 407-414; 1948, 
Biometrika, 35, 58-79; 1970, Essays in Probability and Statist&s, (eds. R. 
C. Bose et al.), 587-602, Univ. of North Carolina Press, Chapel Hill), and 
were further studied by McKay (1977, J. Roy. Statist. Soc. Ser. B, 39, 
371-380) and Fujikoshi (1982, Ann. Inst. Statist. Math., 34, 523-530). 
These are now extended to the most general situation which includes 
redundancy in covariate as well as main variables in discrimination 
between two or more groups. The likelihood ratio test is derived in a 
closed form. An alternative test is also suggested. 
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1. Introduction 

Rao (1946, 1948, 1970) discussed the redundancy of a given set of 
variables, for purposes of discrimination between two groups with the same 
covariance matrix. Rao (1948, 1970), McKay (1977) and Fujikoshi (1982) 
have extended this idea to the case of multiple groups. Such a question 
arises in the signal detection theory due to the inclusion of more variables 
than necessary, and the techniques developed here will be useful in this 
area as well. 

In this paper we consider the redundancy of a given set of variables in 
covariate discriminant analysis, i.e., in the situation where there are covar- 
late variables as well as discriminate variables. Two-group covariate discrim- 
inant analysis was considered by Cochran and Bliss (1948) and Cochran 
(1964). They proposed using the classification statistic W*. Memon and 
Okamoto  (1970) obtained an asymptotic expansion of the distribution of 
W* and discussed the information gained by assuming that some variables 

769 


