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Abstract. Consider the problem of estimating 0 = O(P) based on data x, 
from an unknown distribution P. Given a family of estimators T,,~ of 
O(P), the goal is to choose fl among fle I so that the resulting estimator is 
as good as possible. Typically, fl can be regarded as a tuning or 
smoothing parameter, and proper choice of fl is essential for good 
performance of T,,p. In this paper, we discuss the theory of fl being 
chosen by the bootstrap. Specifically, the bootstrap estimate of fl, ]~,, is 
chosen to minimize an empirical bootstrap estimate of risk. A general 
theory is presented to establish the consistency and weak convergence 
properties of these estimators. Confidence intervals for O(P) based on 
T~,#. are also asymptotically valid. Several applications of the theory are 
presented, including optimal choice of trimming proportion, bandwidth 
selection in density estimation and optimal combinations of estimates. 

Key words and phrases: Bandwidth selection, bootstrap, confidence 
limits, density estimation, risk function. 

1. Introduction 

The bootstrap, first introduced by Efron (1979), is a general powerful 
technique predominantly used to estimate the sampling distribution of a 
statistic or an approximate pivot in order to construct confidence regions 
and hypothesis tests. Little theoretical attention has been given to other 
potential uses of the bootstrap, though Beran (1986) explored the bootstrap 
in the context  of  estimating the power of a test, and he mentions the 
possibility of choosing among different test statistics by taking the one with 
the largest estimated power. A relatively unexplored area of great potential 
use of the bootstrap is the estimation of risk functions of various esti- 
mators, with the goal of choosing the estimator with the best risk proper- 
ties. Hall and Martin (1988) consider using the bootstrap to determine a 
shrinkage parameter  in estimates of location based on an L 1 loss function. 
In this paper, we develop a general f ramework in which to establish 
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