
Ann. Inst. Statist. Math. 
Vol. 42, No. 3, 581-596 (1990) 

TESTING LINEAR HYPOTHESES IN ERRORS 
IN VARIABLES MODEL 

NAVEEN K. BANSAL 

Department of Mathematics, Statistics and Computer Science, Marquette University, 
Milwaukee, W153233, U.S.A. 

(Received December 26, 1988; revised June 16, 1989) 

Abstract. A multivariate errors-in-variables model in the matrix form 
can be written as X = U + E, Y = UA' + WB + F, where X (n × p) and Y 
(n × q) are observed matrices, E and F are error matrices whose rows are 
normally distributed, W (n × k) is a known matrix of rank k, and U, A 
and B are unknown matrices. We consider the problems of testing linear 
hypotheses: (i) H0: A R  = K and (ii) Ho: S 'A  = L, where R, K, S and L 
are known matrices, and we derive the likelihood ratio tests for testing 
these hypotheses. 

Key words and phrases: Eigenvalues and eigenvectors, likelihood func- 
tion, likelihood ratio test, Jacobian of a transformation, Poincar6 separa- 
tion theorem. 

1. Introduction 

An errors-in-variables model for the multivariate case is written as 

(1.1) x~=ui+e~ ,  y ~ = b + A u ~ + f ;  i =  1 ,2 , . . . , n ,  

where xi ( p  × 1) and yi (q  × 1), i =  1,2, . . . ,n  are observed variables, /./i 
(p  x 1), i =  l , . . . ,n  are unobserved variables, A ( q × p )  and b (q  x 1) are 
unknown,  and ei (p  × 1), f (q  × 1), i = 1,..., n are i.i.d, error vectors. We 
assume that 

[ (1.2) ( e [ , f ' ) '  ~ N O,a 2 , 
o 2"2 

where 0 .2 is unknown,  and X1 (p  × p )  and 2"2 (q × q) are known p.d. 
matrices. 

In the geophysical surveying problem mentioned in Gleser and Watson 
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