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Abstract. In this paper, Bayesian linear prediction of the total of a finite 
population is considered in situations where the observation error vari- 
ance is parameter dependent. Connections with least squares prediction 
(Royall (1976, J. Amer. Statist. Assoc., 71, 657-664)) in mixed linear 
models (Theil (1971, Principles of  Econometrics, Wiley, New York)), are 
established. Extensions to the case of dynamic (state dependent) super- 
population models are also proposed. 
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I. Introduction 

Let the finite popula t ion  be denoted by ._~ = {I,..., N}. Associated 
with unit  k of ._~, there are p + 1 quantit ies yk, Xkl,..., Xkp, where all but  yk 
are known.  The quant i ty  yk is considered to be a realization of a r a n d o m  
variable Yk, k = 1,..., N, but, since both are unknown,  it is not  distinguished 
between them. Relating the two sets of variables, y ' =  (yl , . . . ,yN) and 
X ' =  (XI , . . . ,XN),  where Ark = (Xkl,...,Xkp) t, k = I , . . . ,N,  we consider the 
following condit ional  superpopula t ion  model: 

(1.1) E[ylO] = XO and Var [y]O] = V(O) . 

With respect to the r andom vector O, it is assumed that  

E[O] = lz and Var [0] = ,Q, 

a known  matrix. Note that  the superpopula t ion model  (1.1) above is more  
general than the superpopula t ion  model  considered by Smouse (1984), for 
example,  in the sense that  the covariance matr ix of the error vector is 
allowed to depend on 0. 
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