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Abstract. We develop a Bootstrap method in Markov-sequences. This 
method is based on kernel estimates of the transition density of the 
Markov-sequence. It is shown that the Bootstrap estimate of the variance 
of a statistic which is a function of means, is consistent. We also show 
that the Bootstrap distributions of mean-like statistics and yon Mises 
differentiable statistics converge to appropriate normal distributions. A 
few simulation results are reported to illustrate the discussion. 
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1. Introduction 

Efron's (1979) Bootstrap is perhaps the most important non-parametric 
procedure for studying the sampling distribution of a statistic. In the case 
of independently and identically distributed random variables, it has been 
shown that Bootstrap has an edge over the traditional normal approxima- 
tion as well as the Jackknife method of estimation of standard error of an 
estimator (cf. Efron (1979), Bickel and Freedman (1981), Singh (1981), 
Beran (1982), Babu and Singh (1983, 1984) and Efron and Tibshirani 
(1986)). 

Recent papers by Freedman (1981) and Bose (1986) discuss Bootstrap 
procedures in linear stochastic models, such as auto-regressive and moving 
average models. Here, residuals are regarded as proxies of unknown errors 
which are independently and identically distributed random variables. 
Resampling is done by sampling with replacement from the set of standard- 
ized residuals. Freedman (1981) shows that in linear dynamic models, 
Bootstrap estimators of standard errors of estimators are consistent, and 
that the Bootstrap approximation of distribution of an estimator converges 
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