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Abstract. By means of second-order asymptotic approximation, the 
paper clarifies the relationship between the Fisher information of first- 
order asymptotically efficient estimators and their decision-theoretic 
performance. It shows that if the estimators are modified so that they 
have the same asymptotic bias, the information amount can be connected 
with the risk based on convex loss functions in such a way that the 
greater information loss of an estimator implies its greater risk. The 
information loss of the maximum likelihood estimator is shown to be 
minimal in a general set-up. A multinomial model is used for illustration. 
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1. Introduction 

The concept of information amount  is related to the summary  aspect 
of statistics and measures the amount  of information loss through the data  
reduction process. Fisher (1925) emphasized the relevance of the concept as 
a criterion for the comparison of estimators as opposed to such decision- 
theoretic criterion as mean square error. He indicated the maximum 
likelihood estimator suffers minimal loss of information amount  among 
first-order asymptotically efficient estimators, and made this the main 
reason for its use. However, it is by no means clear how the summary  
aspect of an estimator is related to efficiency of estimation. As far as first- 
order asymptotic approximation is concerned, the sufficiency of a consis- 
tent estimator implies its efficiency. But the relationship seems not so 
straightforward in higher-order approximation, and the maximum likeli- 
hood estimator in itself does not exhibit any superiority in a general 
decision-theoretic estimation set-up; a specific correction needs to be 
applied in order to be optimal (see Ghosh and Subramanyam (1974), 
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