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Abstract. For a multivariate density f with respect to Lebesgue measure
4, the estimation offJ(f)fdu, and in particularffzd,u and —ff log fdu,

is studied. These two particular functionals are important in a number of
contexts. Asymptotic bias and variance terms are obtained for the

estimators J = f J(f)dF,and T = f J(f)f du, where f is a kernel density

estimate of f and F, is the empirical distribution function based on the
random sample X\,..., X, from f. For the two functionals mentioned
above, a first order bias term for I can be made zero by appropriate
choices of non-unimodal kernels. Suggestions for the choice of band-

width are given; for J = f fdF,, a study of optimal bandwidth is possible.
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