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Abstract. The paper provides an exact formula for the bias of the 
parameter estimator of the first order autoregressive process and derives 
the asymptotic bias. 
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1. Introduction 

Let {Xt; t >_ 1 } be the first order autoregressive process 

(1.1) Xt = aSt-1 + el, t >_ 1, X0 = 0 ,  

where a is a real parameter and {et; t ___ 1 } is a Gaussian white noise with 
mean zero and variance o -2. The least squares estimator (LSE), which is 
also the maximum likelihood estimator, ar  of a, based on the observations 
X~,..., Xr  is given by 

) (1.2) aT= Y~ X2-t ,~2Xt-,Xt T>_2 
t=2 = ~ " 

Consistency and asymptotic distribution of aT have been thoroughly 
studied. For all a, aT is strongly consistent (Rubin (1950) and Anderson 
(1971)) and for a suitable normalizing sequence {Sa(T); T >  I} the random 
variable Sa(T) (ar -  a) has a limiting distribution ~ .  In the stable case, i.e., 
lal < 1, with S a ( T ) = [ T / ( 1 -  a2)] 1/2, ~ is standard normal (Anderson 
(1959, 1971)). In the unstable case, i.e., lal  -- 1, with Sa(T) = 2Ta, ~ i s  the 

distribution of (W 2 -  1)/(f01W2ds) where { W s ; 0 < s <  1} is a s t a n d a r d  

Brownian motion (Rao (1966, 1978)). Finally, in the explosive case, i.e., 
lal  > 1, with Sa(T) = l a l r ( a  2 - 1) -1, ~2~is Cauchy (White (1958, 1959) and 
R i o  (1961, 1966)). 
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