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Abstract. Simultaneous estimation of normal means is considered for 
observations which are classified into several groups. In a one-way 
classification case, it is shown that an adaptive shrinkage estimator 
dominates a Stein-type estimator which shrinks observations towards 
individual class averages as Stein's (1966, Festschriftfor J. Neyman, (ed. 
F. N. David), 351-366, Wiley, New York) does, and is minimax even if 
class sizes are small. Simulation results under quadratic loss show that it 
is slightly better than Stein's (1966) if between variances are larger than 
within ones. Further this estimator is shown to improve on Stein's (1966) 
with respect to the Bayes risk. Our estimator is derived by assuming the 
means to have a one-way classification structure, consisting of three 
random terms of grand mean, class mean and residual. This technique 
can be applied to the case where observations are classified into a two- 
stage hierarchy. 
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1. Introduction 

Let Y = (Y~,..., Yp)' have a p-d imens ional  mult ivariate  normal  distribu- 
t ion 

(1.1) Y ~ Np(/~, I ) ,  

with u n k n o w n  mean  # = (gl , . . . , / tp) '  and the ident i ty  covariance mat r ix  L 
An es t imator /~(Y)  = (fil(Y),...,ftp(Y))' of/~ is evaluated by the risk func- 
t ion 

ROi, #) = E~II ~ - ~112 , 
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