
Ann. Inst. Statist. Math. 
Vol. 41, No. 3, 477-484 (1989) 

CLOSER ESTIMATORS OF A COMMON MEAN 
IN THE SENSE OF PITMAN 

TATSUYA KUBOKAWA 

Institute of Mathematics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan 

(Received April 21, 1987; revised December 27, 1988) 

Abstract. Consider the problem of estimating the common mean of two 
normal populations with different unknown variances. Suppose a random 
sample of size m is drawn from the first population and a random sample 
of size n is drawn from the second population. The paper gives a family 
of estimators closer than the sample mean of the first population in the 
sense of Pitman (1937, Proc. Cambridge PhiL Soc., 33, 212-222). In 
particular, the Graybill-Deal estimator (1959, Biometrics, 15, 543-550) is 
shown to be closer than each of the sample means if m > 5 and n > 5. 
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1. Introduction 

Let (X1,..., X,~) and (Y1,..., Yn) be independent  r andom samples f rom 
two normal  populat ions with a c o m m o n  u n k n o w n  mean # and unknown  

m rn 
variances 0 -2 and 02 2, respectively. Also, let X = E Xi/m, $1 = Z, (X~- 

i=1 i=1 

X)2/rn and let Y, $2 be defined similarly. Based on X, Y, Sl and $2, we 
want  to estimate the c o m m o n  mean p. 

This problem of estimating the c o m m o n  mean and the related problem 
of recovery of interblock informat ion  have been studied in several papers. 
For  a brief bibl iography the reader is referred to Bhat tacharya (1980). 
Graybill and Deal (1959) considered the combined est imator 

(1.1) / ~ D = (  m - 1  x + n - I S - - - ~  ~ ~ ) / ( m - l S ~  ~- n----~21)' 

and showed that  fiGD has a smaller variance than  both  X and Y if and only 
if m > 11 and n > 11, which was, later, corrected by Khatri  and Shah 
(1974) as (m > 11, n > 11), (m = I0, n ___ 19) or (m > 19, n = 10). This means 
that  the combined est imator  does not always dominate  the uncombined  
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