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Abstract. This paper derives the asymptotic distribution of the weighted 
least squares estimator (WLSE) in a heteroscedastic linear regression 
model. A consistent estimator of the asymptotic covariance matrix of the 
WLSE is also obtained. The results are obtained under weak conditions 
on the design matrix and some moment conditions on the error distribu- 
tions. It is shown that most of the error distributions encountered in 
practice satisfy these moment conditions. Some examples of the asymp- 
totic covariance matrices are also given. 
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1. Introduction 

The fol lowing linear regression mode l  is widely used in practice: 

k 
(1.1) Y~i = x(ifl + e~/, j = 1,..., hi, i = 1,..., k, Z, ni = n ,  

i=l 

where  fl = (ill,. . ., tip)' is the u n k n o w n  pa rame te r  of  interest,  p is a f ixed 
integer, yu are the responses,  xu = (xol,...,Xop)' are k n o w n  design vectors,  
and e 0 are independen t  r a n d o m  errors.  Fo r  each i, eu, j = 1,..., ni, have the 
same d i s t r ibu t ion  with mean  zero and var iance  a 2. The  o .2 are u n k n o w n  
and unequal .  M o d e l  (1. l)  is called a heteroscedast ic  mode l  because  of  the 
presence of  unequa l  scale parameters  ai. Let  

P e = ( e l l , . . . ,  eln,,..., ekl , . . . ,  eknk)n×l , 

y = ( y . , . . . ,  y l , , , . . . ,  y k l , . . . ,  yknk)n× 1 , 

and 
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