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Abstract. Analogous to Kingman's Poisson Counts, power law counts 
are defined. Further, these are used to obtain the maximum likelihood 
estimator of the scale parameter of a power law process. Comparison of 
this estimator is done with those obtained by using other sampling 
schemes. Also, cost comparisons are done under the assumption of equal 
asymptotic variances under different sampling schemes. 
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1. Introduction 

The study of various point processes has been dealt with by many 
authors. Cox and Lewis (1966) have discussed in detail the classical 
inference problems in point processes along with applications. Cox and 
Isham (1980) study random collection of point occurrences from the 
theoretical point of view though they do not consider the development of 
techniques for the statistical analysis of the data from such processes. Cox 
(1970) contains a systematic study of the theory of renewal processes. 
Billingsley (1961) deals with the problems related to the statistical inference 
for Markov processes. Basawa and Prakasa Rao (1980) contains a vast 
study of various stochastic processes and their inference problems. Kingman 
(1963) has introduced the concept of Poisson Sampling (PS) and has 
proved that the stochastic structure of a process is completely determined 
by the distribution of the Poisson Counts associated with it. Basawa (1974) 
has suggested three sampling schemes for the maximum likelihood estimation 
of the parameters of a renewal and a Markov renewal process using PS. 
Schuh and Tweedie (1979) have given numerical evidence to show that in 
certain instances sampling at random time points is more advantageous 
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