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Abstract. For finite sets of probability measures, sufficiency is character- 
ized by means of certain positively homogeneous convex functions. The 
essential tool is a discussion of equality in Jensen's inequality for 
conditional expectations. In particular, it is shown that characterizations 
of sufficiency by Csiszhr's f-divergence (1963, Publ. Math. Inst. Hung. 
Acad. Sci. Ser. A, 8, 85-107) and by optimal solutions of a Bayesian 
decision problem used by Morse and Sacksteder (1966, Ann. Math. 
Statist., 37, 203-214) can be proved by the same method. 
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1. Introduction 

Let P1,..., ek be probabil i ty measures on a measurable space (Q,,5~). 
P u t  l z = ( 1 / k ) ( P ~ + . . . + P k )  and pi=dPi /d l t ,  l<_i<_k. Let b,. be the 
probability that Pi is the " true" distribution. Then 

f sup {blpl,..., bkpk} dot 

= sup ~=1 bi ffp,d~u: ~Elf = l~,fi  test for each 1 _< i _< k 

is the m a x i m u m  probabil i ty of guessing the "true" Pi (cf. Morse and 
Sacksteder  (1966), Torgersen ((1976), p. 194) and Gy6rfi and Nemetz 
(1977)). Morse and Sacksteder used these quantities in order to characterize 
sufficiency. For  the same purpose and k = 2, Csisz~ir (1963, 1967) employed 

f-divergences fg o (pz,p2)dlt, where g(xl, X2) = f ( x l  / x2)x2 for xl, x2 > 0 and f 

is a convex function on (0, oo) (see Lemma  1.3 and Example l(c)). 
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