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Abstract. We consider a local random searching method to approxi- 
mate a root of a specified equation. If such roots, which can be regarded 
as estimators for the Euclidean parameter of a statistical experiment, 
have some asymptotic optimality properties, the local random searching 
method leads to asymptotically optimal estimators in such cases. Applica- 
tion to simple first order autoregressive processes and some simulation 
results for such models are also included. 
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1. Introduction 

In this paper we deal with a stochastic estimation procedure for a 
Euclidean parameter in statistical experiments. The main example for 
which these methods are developed is a stochastic process of autoregressive 
type. The method of stochastic estimation was introduced by Beran and 
Millar (1987). The main contribution of the present paper is the idea that a 
root of a specified equation can be achieved by a local random searching 
method. Since such roots, which may be regarded as estimators for the 
parameter of interest, have some optimality properties, the local random 
searching method leads to asymptotically optimal estimators in such situa- 
tions. The methods used in the proofs of this paper follow those of Beran 
and Millar (1987), but the situation to which their ideas are applied is 
different. 

This paper is organized as follows: Section 2 introduces our main 
example  of autoregressive (AR) processes and contains some useful 
properties for easy reference. In Section 3 we give the main results for the 
described local random searching method for arbitrary statistical experi- 
ments, while Section 4 contains applications to the autoregressive case and 
some simulation results. Finally we prove a version of a convergence 
lemma needed in Section 3. 
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