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Abstract. This paper deals with some problems of eigenvalues and 
eigenvectors of a sample correlation matrix and derives the limiting 
distributions of their jackknife statistics with some numerical examples. 
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1. Introduction 

An important part in multivariate analysis is to reduce the dimension 
of multivariate data as small as possible without decreasing loss of infor- 
mation. Principal component analysis is a useful method for this problem 
and is fundamentally concerned with the eigenvalues and eigenvectors of a 
covariance matrix. Especially, eigenvalues of a covariance matrix play an 
important role in considering how much information is condensed into a 
small number of new variables. For this problem, we sometimes use a 
sample covariance matrix. Nagao (1985) obtained asymptotic distributions 
of jackknife statistics for the eigenvalues of a sample covariance matrix. 
Recently, the author finds that the jackknife estimator for eigenvector of a 
covariance matrix is not a robust one for a small sample size. Furthermore, 
a sample covariance matrix is not invariant under a change of scale. In 
practice, there are many situations in which variables are measured on 
different units. To avoid them, we shall consider a sample correlation 
matrix. 

For the eigenvalue and eigenvector problems of a sample correlation 
matrix, a few authors (for example, Lawley (1963) and Konishi (1979)) 
have only dealt with them under a multivariate normal distribution. This 
may mainly be due to the fact that an exact expression for the distribution 
of a sample correlation matrix under the normal distribution has not been 
obtained yet. For a bivariate case, the sample correlation coefficient is well- 
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