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FOR 

Abstract. Asymptotic expansions are derived for Bayesian posterior 
expectations, distribution functions and density functions. The observations 
constitute a general stochastic process in discrete or continuous time. 
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1. Preliminaries 

Suppose that Yn represents data (univariate or multivariate, discrete or 
continuous) collected up to stage n. In discrete time Yn will represent 
observations {y~,..., y.} and in continuous time I1. will represent a trace {yz: 
t<_n}. Letp(YnlO), the joint probability function or density of Yn, be a function 
of a single continuous parameter 0, and let Lno=lnp(Y.]O) denote the log- 
likelihood function. Asymptotic ( n ~ )  expansions, in descending powers of 
Vn= -L;~O. (where dashes denote differentiation with respect to 0 and 0. is the 
maximum likelihood estimator), will be derived for: 

(i) E.q( O)= E[ q( O) l Y.], the posterior expectation of a given function 
q(O).of O; 

(ii) p.(~)= p[O<_ ~.+ ~ V.-1/2 [ y.], the posterior distribution function of 

(iii) p,(()=dP~(O/d(, the posterior density of V~/2(0-0,). 
The prior distribution isp(0), proper or improper, and the parameter space O 
is defined as {0: p(0)>0}. Only the "regular" case is considered here in which 
L~0o=0, 0n maximizes L,o globally and 0, is an interior point of O. 

The work here is an extension of that of Johnson (1967, 1970) to which it 
owes much though from which significant departures have to be made. 
Johnson derives expansions for Pn(~) in the i.i.d. Exponential family case 
(Johnson (1967)), in the general i.i.d, case (Johnson (1970)), and for data 
comprising a stationary Markov chain (Johnson (1970)). The latter paper also 
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