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Abstract. A class of multiple sample tests based on empirical coverages is 
proposed which is a generalization of Greenwood's and Sherman's one- 
sample goodness-of-fit test statistics. The asymptotic normality of the tests 
is established by embedding the empirical coverages into a stationary 
process satisfying the strong mixing condition. 
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1. Introduction 

Let X~,..., X, be a random sample from an unknown distribution 
function F. For a given continuous distribution function F0, define 

c ,  = Fo(X , , . )  - Vo(X , - , , . ) ,  

n+l 
A v  = Y~ [ G  - (n  + 1)-~1 v, 

i= 1 

i =  1 , . . . , n +  1 

v > 0  , 

where X~,,<.. .<X,,,  are the order statistics of Xt,..., X,, X0,, = - ~ ,  and 
X,.~,,=~. To test for the hypothesis F=Fo, Greenwood (1946) and Sherman 
(1950) proposed the test statistics A2 and A~, respectively. Rao and 
Sethuraman (1975) studied the empirical distribution of the G (which are 
often called coverages or spacings) and derived the asymptotic behavior of Av. 
Some exact percentage points of A~ and A2 under F=  F0 have been obtained 
for selected values of n (Rao (1976), Burrows (1979), Currie (1981) and 
Stephens (I 981)). 

These one-sample goodness-of-fit tests Av can be generalized to the 
multiple sample ease as follows. For a= 1,..., g, (g: an integer>2), let X) "~ ( j= 1, 
..., ha) be a random sample of size n, from an unknown distribution function 
b -~a). Set N=n~ +...+rig and note that the N observations divide the real line 
into N+ 1 intervals. Let FN(x)=(N+ 1) -1 (number of observations among the N 
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