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Abstract. The problem of simultaneous estimation of eigenvalues of 
covariance matrix is considered for one and two sample problems under a 
sum of squared error loss. New classes of estimators are obtained which 
dominate the best multiple of the sample eigenvalues in terms of risk. These 
estimators shrink or expand the sample eigenvalues towards their geometric 
mean. Similar results are obtained for the estimation of eigenvalues of the 
precision matrix and the residual matrix when the original covariance 
matrix is partitioned into two groups. As a consequence, a new estimator of 
trace of the covariance matrix is obtained. 

The results are extended to two sample problem where two Wishart 
distributions are independently observed, say, Si~ Wp(2"i, ki), i= 1, 2, and 
e igenva lues  of ~Wl~W2 -I are estimated simultaneously. Finally, some numerical 
calculations are done to obtain the amount of risk improvement. 
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1. Introduction and summary 

In this paper, first we consider the problem of estimating the eigenvalues 
of the scale matrix S, of  a Wishart distribution under  a squared error loss. 
Even if the squared error loss does not much penalize negative estimates, we 
have considered it for simplicity and convenience. Suppose S has a 
nonsingular Wishart distribution with unknown matrix L" and k degrees of 
freedom, i.e., 

S ~  Wp(k,S), k - p -  1 > 0 .  

Several authors including James and Stein (1961), Olkin and Selliah (1977), 
Haf t  (1980, 1983), and Dey and Srinivasan (1985, 1986) considered the 
problem of  estimating Z ~ directly under  several plausible loss functions by 
perturbing the eigenvalues of S. Here our objective is to estimate the 
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