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* In this study, we discuss on 

the restrictions on the statistical analysis for 

the design wave heights and the design sea levels.

* Extreme value analysis is a technique of 
extrapolating the observed data set for 

the target return period.  However, we have NOT 

recognized the different types of extrapolations, 

NOR been aware of the limitations.



Return period:

We employ 50, 100 years (breakwaters in Japan),
200 yrs (principal rivers in Japan) and 
1250 yrs (standards for the Netherland dikes).

Question:  Does this return period lie on the time 
axis, extending from the present to the future?

In other words, will the validity of the estimating 
50 years return level be kept over the 50 years for 
future?



Return period
is just the reciprocal number of the exceedance 
probability, or the occurence rate, 

                                or

It is NOT a part of real time.
We have been unconcerned about this fact, or 
we don't have any tool for recognizing the return 
period and the elapsed time toward the future, 
even if we are aware of distinguishing this feature.
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Compare these figures!
Same data (on the y axis), 
but different positions (arranged on the x axis)
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Compare these figures!
Same data (on the y axis), 
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just 1/occurence rate, or 
1/exceedance probabilityReal time
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Occ. rate can be rearranged again 
in different scales. (log <- normal)

Normal scaleLog scale
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We can NOT extrapolate 
the fitted line without the limitation.

Return Period

W
av

e 
H

ei
gh

t

0.1 0.5 2 10 50 300
0

5
10

15

a frame for limits



We can show a time history for extremes,
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We can show a time history for extremes,
and the estimated return levels with CI
in conventional way. But we believe it?
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This is NOT tolerant of the probable trend.
Stationary CI is very weak for the probable trend.
A reviewer also pointed out ... the peculiar properies ...
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Our solution is 
stationary estimation with non-stationary CI.
Thus, It is tolerable for the probable trend.
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Diffractive effect: 
The CI becomes larger along the passage of time.
How to make this CI ?  It requires the new concepts:
Degree of experience, and Durability.



Degree of experience (Kitano et al., 2008) defined as:

  
1

K
= V (log λ̂)

2 questions come into our head.

Q1) Why is it for the occurence rate λ̂, 

not for the return level ŷR directly. 

Even if using V (ŷR) is easy to accept for us engineers, ...

Q2) Why is log transformation adopted?
Somehow log transformed? 
No, there are several theoretical bases.



Degree of experience (Kitano et al., 2008) defined as:

  
1

K
= V (log λ̂)

Q1) Why is it for the occurence rate λ̂, 

not for the return level ŷR directly. 

                     V (ŷR) =
σ2

N
funcs.(ξ)

σ = scale and ξ = shape parameters of ann. max. distribution.

We have few idea.  CV (ŷR) =

√
V (ŷR)

E(ŷR)
 sounds no good.

Rule of thumb: whether an amount of CV (ŷR) is small/big?
It will be difficult to be in connection with any theoretical basis.



Degree of experience (Kitano et al., 2008) defined as:

  
1

K
= V (log λ̂)

Q1) Why is it for the occurence rate λ̂, 

V (λ̂), or V {λ(yR, θ̂)}  is also helpless for inference theory.
Therefore, we need the log transformation.
Q2) Why is log transformation adopted?

The derivative is  δ log λ =
δλ

λ
, thus,

.
V (log λ̂) = E(δ log λ)2 =

E(δλ)2

λ2
=

V (λ̂)

{E(λ̂)}2



Occurence Number k is distributed by

a Poisson distibution:  p(k) =
(Lλ)k

k!
exp(−Lλ)

and the natural conjugate distribution is 

a Gamma distribution:  f(λ) =
(Lλ)K

λΓ(K)
exp(−Lλ)

which is for the Estimated Occurence Rate λ.



a Gamma distribution:  f(λ) =
(Lλ)K

λΓ(K)
exp(−Lλ)

which is for the Estimated Occurence Rate.
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K is the number of counts, L is the length of observed years.
The value of K governs the concentration of the densities.
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Proverbs also tell us:
   What happened twice will happen three times. (Japanese)
   Non c'è due senza tre. (Italian) Non hay dos sin tres. (Spanish)
(please, let me know the others (Greek, ...)

Rule of thumb: 

           The critical value of K could be 2.





For a gamma distributed λ, we can obtain 

  　E(λ) =
K

L
; V (λ) =

K

L2

then, we make it straightforwdly,

　
　　　　　

V (λ)

{E(λ)}2
=

K/L2

(K/L)2
=

1

K

We remember it (the definition for degree of experience)

   

1

K
= V (log λ̂) =

V (λ̂)

{E(λ̂)}2



The evaluation for degree of experience

          
1

K
= V (λ̂) = V

{
log λ(yR, θ̂)

}

                 = ∇′
θ log λ(yR,θ) I

−1 ∇θ log λ(yR,θ)

where the occurrence rate function is:

  
λ(yR,θ) = exp

{
− 1

ξ
log

(
1 + ξ

yR − µ

σ

)}

as an implicit function for the relations of return level yR and
the parameters θ = {µ, σ, ξ} of GEV distribution. (i.e. 
annual max. distribution) for stationary process model.
and the inverse of the information matrix I−1 is used 
in place of the estimation errors matrix V (θ).



The evaluation for degree of experience for stationary case
1

K
= ∇′

θ log λ(yR,θ) I
−1 ∇θ log λ(yR,θ)

I =




iµ,µ iµ,σ iµ,ξ
iσ,µ iσ,σ iσ,ξ
iξ,µ iξ,σ iξ,ξ




∇θ log λ(yR;θ) =




∂µ
∂σ
∂ξ


 log λ(yR;µ, σ, ξ)



The evaluation for degree of experience for non-stationary case

I =




iµ,µ iµ,σ iµ,ξ iµ,βµ

iσ,µ iσ,σ iσ,ξ iσ,βµ

iξ,µ iξ,σ iξ,ξ iσ,βµ

iβµ,µ iβµ,σ iβµ,ξ iβµ,βµ




∇θ log λ(yR;θ) =




∂µ
∂σ
∂ξ
∂βµ


 log λ(yR;µ, σ, ξ, βµ)
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the evaluation for degree of experience for stationary case

I =




iµ,µ iµ,σ iµ,ξ
iσ,µ iσ,σ iσ,ξ
iξ,µ iξ,σ iξ,ξ




∇θ log λ(yR;θ) =




∂µ
∂σ
∂ξ


 log λ(yR;µ, σ, ξ)

To distinguish 2 cases, we denote K0 to 

1

K0
= ∇′

θ log λ(yR,θ) I
−1 ∇θ log λ(yR,θ)
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The degree of experience for non-stationary case 
is decomposed into 2 parts: 
the stationary part and the time dependent part.
For the Gumbel type model (shape ξ = 0), simply,

  

1

K
=

1

K0
+

(t− t̄)2∑
(tj − t̄)2

Even for a feneral GEV model (shape ξ �= 0), 

  

1

K
=

1

K0
+

(t− t̄)2

m
∑

(tj − t̄)2

It is notable that the time dependent part does NOT depend 
on the magnitude of trend steepness.

By some manipilation techniques of matrix algebra,

( m = func. of x )



As the time dependent part independent from the magnitude 
of trend steepness, the time dependent part would be included 
even for stationary case (trend steepness = zero).

1

K
=

1

K0
+

(t− t̄)2

m
∑

(tj − t̄)2

Durability is defined as the composition of 
the degree of experience and the time dependent part.

As seen before in the figure, the CI of return levels become
enlarged along the time progressing. So, it should be named 
as diffractive effect term. 
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Durability decreases, as the degree of experience decreases,
or as the elapsed time increases.



After the value of durability  K  is given,
the CIs of return levels are obtained in an easy manner.
The upper/lower value for the occurence rate are
throgh the gamma distribution governed by K .

λL ≤ λ(yR; θ̂) ≤ λU

Then, simply solve it.

yR(λU ; θ̂) ≤ yR ≤ yR(λL; θ̂)
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Conclusions:
1) The degree of experience
is introduced to show 
the limitation to the extrapolation 
for rare occurence rates.
2) Durability is defined by modefied
the degree of experience to show
the limitation to the extrapolation
for the time progressing.
3) The resultant CI is tolerable for 
a probable trend, and we can believe
it a feasible solution, 
rather than the conventional ones.



Future works:
Applcation to the analysis for Hook of Holand sea level data
(= modern records + ambiguous historic data).
A dilemma is arised in this case, due to additional historic data.
The modification in the future sea level is positive, or negative?
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Our answer is simple: 
       no change!

It is because the diffractive 
effect is considered, which
includes the possible trend
(increase/decrease).
Rather,
it is of our interest to know 
how long the limitations are 
postponed by adding the 
historic data.
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Presumed Question:
Why are the data 
at lower levels 
outside of the frame?

Our answer is that
the larger extremes
are only of our interest.

So, we cut the peak of
degree of experience. 

It is a kind of thresold.
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（オマケ）　以下の喩えは，ちょっと過ぎるかな？

極値解析の本質的なルールがこのパズルの答えでもある．

問い：　どうして，１マス増えたの？



問い：　どこが，おかしいのでしょうか？

極値解析も，このようなルールはまかり通りません



答え： 比例関係が成り立っていません．

Proportionality in Crisis!



比例関係の成立（＝ 再現期間の本質と考える）

３：６０ ＝ ５：１００
６０年に３回の頻度＝１００年に５回の頻度

0.3：３０＝１：１００
３０年に 0.3 回の頻度＝１００年に１回の頻度

?



a Gamma distribution:  f(λ) =
(Lλ)K

λΓ(K)
exp(−Lλ)

which is for the Estimated Occurence Rate.
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K is the number of counts, L is the length of observed years.
The value of K governs the concentration of the densities.



f =
1

T

発生率と再現期間
cf．スペクトル解析でおなじみの関係

λ =
1

R



発生率と再現期間 λ =
1

R

比例関係の成立
1 : R = K : L

λ =
1

R
=

K

L

λ̂ = λ(y, θ̂)

E(λ̂) =
K

L

V (λ̂) =
K

L2

f(λ̂) =
LK

Γ(K)
λ̂K−1 exp(−Lλ̂)

C2 =
V (λ̂)

E2(λ̂)
=

K/L2

(K/L)2
=

1

K

変動係数
という視点？

対数変換
の適用！（なぜ）

1

K
= V

(
log λ̂

) (
= ∇′ log λ V

(
λ̂
)
∇ log λ =

V
(
λ̂
)

λ2

)




