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Abstract

Let $L(t)$ be the random variable which represents the minimum of length of
gaps generated by random packing of unit intervals into $[0, t]$. We have

$$P(L(x + 1) \geq h) = \frac{1}{x} \int_0^x P(L(y) \geq h) P(L(x - y) \geq h) dy$$

with

$$P(L(x) \geq h) = \begin{cases} 
0 & \text{for } 0 \leq x < h \\
1 & \text{for } h \leq x < 1 \\
0 & \text{for } x = 1.
\end{cases}$$

Using this equation the asymptotic behaviour of $P(L(x) \geq h)$ is discussed.

ONE-DIMENSIONAL RANDOM PACKING; MINIMUM OF GAPS; DELAY NON-LINEAR INTEGRAL EQUATION; ASYMPTOTIC BEHAVIOUR; NUMERICAL CALCULATION

1. Introduction

Random packing in an interval $[0, x]$ by unit intervals has been studied by
several authors. Rényi (1958) proved that the expectation of the random packing
density approaches a constant

$$\int_0^\infty \exp \left\{ -2 \int_0^t \frac{1 - e^{-u}}{u} du \right\} dt \approx 0.748$$
as $x$ goes to infinity. Ney (1962) studied higher moments for the problem.
Dvoretzky and Robbins (1964) proved the corresponding central limit theorem.
Bankövi (1962) obtained the limiting distribution of a gap chosen at random. In
this paper we introduce a non-linear delay integral equation to study the
asymptotic behaviour of the minimum of lengths of gaps.

As in Rényi (1958), let us place at random a unit interval $I$, in the interval
$[0, x]$. We assume that the initial point $\xi$ of the interval $I$, is a random variable
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uniformly distributed in the interval $[0, x - 1]$. If the intervals $I_1, I_2, \cdots, I_k$ have already been chosen, the next randomly chosen interval will be kept only if it does not intersect any of the intervals $I_1, I_2, \cdots, I_k$. In this case this interval will be denoted by $I_{k+1}$. If it does intersect any of the intervals $I_1, I_2, \cdots, I_k$, we neglect it and choose a new interval. The procedure is continued until none of the lengths of gaps generated by the intervals placed in $[0, x]$ is greater than 1. We denote by $N(x)$ the random number of intervals packed in $[0, x]$ by this procedure and write $M(x) = E(N(x))$.

If a unit interval is already placed in the interval $[0, x + 1]$ with initial point at $y$ ($0 \leq y \leq x$), then the average number of the intervals at the left is $M(y)$ and that of the intervals at the right is $M(x - y)$. We have $M(x + 1 | y) = M(y) + M(x - y) + 1$, denoting by $|y$ conditioning on the event that the first interval is $[y, y + 1]$. Since $y$ is uniformly distributed in $[0, x]$, we have

$$M(x + 1) = \frac{1}{x} \int_0^x (M(y) + M(x - y) + 1)dy. \tag{1}$$

Analyses given by Rényi (1958), Dvoretzky and Robbins (1964), and Bankövi (1962) are based on this equation.

Let $L(x)$ be the random variable which represents the minimum of lengths of gaps generated by the above random packing procedure. If a unit interval is already placed on the interval $[0, x + 1]$ with initial point at $y$, then

$$P(L(x + 1) \geq h | y) = P(L(y) \geq h)P(L(x - y) \geq h).$$

Since $y$ is uniformly distributed in $[0, x]$, we have

$$P(L(x + 1) \geq h) = \frac{1}{x} \int_0^x P(L(y) \geq h)P(L(x - y) \geq h)dy \tag{2}$$

with

$$P(L(x) \geq h) = \begin{cases} 0 & \text{for } 0 \leq x < h \\ 1 & \text{for } h \leq x < 1 \\ 0 & \text{for } x = 1. \end{cases}$$

A random packing model for elections is introduced in Itoh and Ueda (1978), (1979), and Itoh (1978), to explain percentage gains among candidates of the Liberal Democratic Party, using numerical values obtained by computer experiments. In Itoh (1978), Equation (2) is introduced as a remark. In this paper we study the asymptotic behaviour of $P(L(x) \geq h)$ which will give a justification for the values obtained by computer experiments.

2. Results

Put

$$f(x) = P(L(x) \geq h)$$
then \( f(x) \) satisfies

\[
(3) \quad f(x + 1) = \frac{1}{x} \int_0^x f(x - y)f(y)dy
\]

with

\[
f(x) = \begin{cases} 
0 & \text{for } 0 \leq x < h \\
1 & \text{for } h \leq x < 1 \\
0 & \text{for } x = 1.
\end{cases}
\]

We define the functions

\[ f_k(x) \quad k = 1, 2, 3, \ldots, \]

as follows;

\[
f_i(x) = \begin{cases} 
1 & \text{for } h \leq x < 1 \\
0 & \text{for } x < h \quad \text{or} \quad 1 \leq x,
\end{cases}
\]

and for \( k \geq 2, \)

\[
f_k(x) = \begin{cases} 
\frac{1}{x-1} \sum_{i+j=k} f_i * f_j(x-1) & \text{for } x \neq 1 \\
0 & \text{for } x = 1,
\end{cases}
\]

where

\[
f_i * f_j(x) = \int_0^x f_i(x - y)f_j(y)dy.
\]

We define the probability densities \( P_n^k(x) \) as the \( k \)-fold convolution of \( P_n(x) \), where

\[
P_n(x) = \begin{cases} 
\frac{1}{1-h} & \text{for } h \leq x \leq 1 \\
0 & \text{for } x < h \quad \text{or} \quad 1 < x.
\end{cases}
\]

**Lemma 1.**

\[
P(L(x) \geq h) = \sum_{i=1}^{\infty} f_i(x).
\]

**Proof.** The existence and uniqueness of the solution of Equation (3) is trivial, since the functional equation gives a unique way of constructing the solution from the \( f(x) \) for \( x \in [0, 1] \).
\[ f(x + 1) = \frac{1}{x} \left( \sum_{i=1}^{x} f_i \right) \left( \sum_{j=1}^{x} f_j \right)(x) = f_2(x + 1) + f_3(x + 1) + \cdots. \]

Since \( f_i(x + 1) = 0 \) for \( x > 0 \), \( f(x) = \sum_{i=1}^{x} f_i(x) \) satisfies Equation (3) formally.

\( f_k(x) > 0 \) for \( k(1 + h) - 1 < x < 2k - 1 \), and otherwise \( f_k(x) = 0 \).

So if \( k(1 + h) - 1 < x < (k + 1)(1 + h) - 1 \), \( f(x) = \sum_{i=1}^{x} f_i(x) \). Hence

\[
 f(x) = \sum_{i=1}^{\lfloor (x+1)(1+h) \rfloor / (1+h)} f_i(x)
\]

is the solution of Equation (3).

**Lemma 2.**

\[
 \frac{(1-h)^k}{2^{k-1}} P_h^k(x - k + 1) \preceq f_k(x).
\]

**Proof.** The statement for \( k = 1 \) follows from the definition. Assume that the statement holds for every positive integer \( k \) for which \( k < k_0 \). Then

\[
 f_{k_0+1}(x) = \frac{1}{x - 1} \int_0^{x-1} \sum_{i+y=k_0+1} f_i(x - 1 - y) f_i(y) dy
\]

\[
 = \frac{1}{x - 1} k_0 \frac{(1-h)^{k_0+1}}{2^{k_0-1}} P_h^{(k_0+1)}(x - k_0).
\]

Since \( P_h^{(k_0+1)}(x - k_0) = 0 \) for \( 2k_0 + 1 \leq x \), we have

\[
 f_{k_0+1}(x) \preceq \frac{1}{2k_0} k_0 \frac{(1-h)^{k_0+1}}{2^{k_0-1}} P_h^{(k_0+1)}(x - k_0) \preceq \frac{(1-h)^{k_0+1}}{2^{k_0}} P_h^{(k_0+1)}(x - k_0).
\]

**Lemma 3.** For an arbitrary \( h > 0 \), there is a constant \( c > 0 \) which satisfies

\[
 1 < \lim_{x \to \infty} \frac{e^{-cx}}{P(L(x) \geq h)}.
\]

**Proof.** The statement follows from an application of a theorem for terminating a renewal process in Feller (1971), p. 376 to Lemma 1 with Lemma 2.

**Theorem.** For an arbitrary \( h > 0 \), there exists \( a(h) > 0 \) for which

\[
 \lim_{x \to \infty} \frac{1}{x} \int_0^x e^{a(h)x^{1}} P(L(x) \geq h) dx = 1.
\]

**Proof.** We consider

\[
 xf(x + 1) = \int_0^x f(x - y) f(y) dy
\]
with

\[ f(x) = \begin{cases} 
0 & \text{for } 0 \leq x < h \\
1 & \text{for } h \leq x < 1 \\
0 & \text{for } x = 1.
\end{cases} \]

Putting

\[ g(s) = \int_0^\infty e^{-sx} f(x + 1) dx, \]

we have

\[ \left( \frac{e^{-sh} - e^{-s}}{s} + e^{-s} g(s) \right)^2 = \frac{d}{ds} g(s). \]

Put \( \alpha(s) = g(-s) \). Then

\[ \left( \frac{e^{sh} - e^s}{s} + e^s \alpha(s) \right)^2 = \frac{d}{ds} \alpha(s). \]

From Lemma 3, \( \alpha(s) \) blows up at a certain point \( a(h) > 0 \). Hence

\[ \frac{\alpha'(s)}{(\alpha(s))^2} \xrightarrow{s \to 0 + a(h)} e^{2a(h)}. \]

So

\[ \frac{-1}{\alpha(s)} \approx (s - a(h)) e^{2a(h)} \quad \text{for} \quad s \to -0 + a(h). \]

(See p. 139 of de Bruijn (1958)). Hence

\[ (s + a(h)) g(s) \xrightarrow{s \to 0 - a(h)} e^{-2a(h)}. \]

Thus we have

\[ \int_0^x f(y + 1) e^{-a(h) y^2} dy \approx x. \]

(See the Tauberian theorem on p. 443 of Feller (1971).) Thus the result follows.

3. Numerical calculations for \( a(h) \)

We give an algorithm to estimate the lower bound and the upper bound of \( a(h) \). Since \( 0 \leq g(s) \leq \int_0^\infty e^{-sx} dx = 1/s, \ g(\infty) = 0 \). Putting \( t = e^{-2s} \), and defining \( \phi(t) \) by \( \phi(t) = g(s) \), we have

\[ 2\phi'(t) = [\phi(t) + C(t)]^2 \]
with $\phi(0) = 0$, where

$$C(t) = \frac{2(1 - t^{k-1})}{\log t}.$$  

The existence and uniqueness of the solution for this initial value problem is proved from a result on p. 4 of Cesari (1963).

$\phi(t)$ blows up at a certain point $T$. Assuming $C$ is a constant,

$$\frac{d}{dt} \left( -\frac{1}{\phi(t) + C} \right) = \frac{1}{2}.$$  

Hence, for $\tau_1 < \tau_2$,

$$\frac{1}{\phi(\tau_1) + C} - \frac{1}{\phi(\tau_2) + C} = \frac{1}{2} (\tau_2 - \tau_1).$$

We estimate the upper bound $T$. The minimum of $C(t)$ in $(\tau_{k-1}, \tau_k)$ is $C(\tau_k)$. We determine $\phi_k$ recursively by the following:

$$\frac{1}{\phi_0 + C(\tau_1)} - \frac{1}{\phi_1 + C(\tau_1)} = \frac{1}{2} \tau,$$

$$\frac{1}{\phi_1 + C(\tau_2)} - \frac{1}{\phi_2 + C(\tau_2)} = \frac{1}{2} \tau,$$

$$\vdots$$

$$\frac{1}{\phi_{k-1} + C(\tau_k)} - \frac{1}{\phi_k + C(\tau_k)} = \frac{1}{2} \tau,$$

where $\tau_k = k \tau$. We continue until there is no $\phi_k > 0$ satisfying the equation. The $\tau_k$ determined by such a procedure is an upper bound $\bar{T}$ of $T$.

We discuss the lower bound of $T$. For $t \leq \tau_0 < 1$,

$$C(t) \leq \left( -\frac{t^{k-1}}{\log \tau_0} + \frac{1}{\log \tau_0} \right) \times 2.$$  

For $0 < t \leq \tau_0$, if there is an $\epsilon(\tau_0)$ such that

$$\phi(t) \leq \frac{2 \epsilon(\tau_0)}{-\log \tau_0} (t^{k-1} - 1),$$

then

$$2\phi'(t) \leq \frac{4(1 + \epsilon(\tau_0))^2}{(\log \tau_0)^2} (t^{k-1} - 2t^{k-1} + 1)$$

for $t$ with $0 < t \leq \tau_0$. Under the above assumption
\[ \phi(t) \leq \frac{2(1 + \varepsilon(\tau_0))^2}{(\log \tau_0)^2} \left( \frac{1}{h} t^h - 2 \frac{1}{\frac{1}{2} h + \frac{1}{2}} t^{\frac{1}{2}(h+1)} + t \right) \]

\[ = \frac{2(1 + \varepsilon(\tau_0))^2}{(\log \tau_0)^2} \left( \frac{1}{h} t^h - \frac{4}{h + 1} t^{\frac{1}{2}(h+1)} + t \right) = \tilde{\phi}(t). \]

If for \(0 < t < \tau_0\),

\[ \phi(t) \leq \frac{2\varepsilon(\tau_0)}{-\log \tau_0} (t^{\frac{1}{2}(h-1)} - 1), \]

and

\[ \tilde{\phi}(\tau_0) \leq \frac{2\varepsilon(\tau_0)}{-\log \tau_0} (\tau_0^{\frac{1}{2}(h-1)} - 1), \]

then

\[ \phi(t) \leq \tilde{\phi}(t) \quad \text{for} \quad 0 < t < \tau_0. \]

Putting \(\tilde{\phi}(\tau_0) = \phi_0\), we determine \(\phi_k\) recursively by following:

\[ \frac{1}{\phi_0 + C(\tau_0)} - \frac{1}{\phi_1 + C(\tau_0)} = \frac{1}{2^\tau} \]

\[ \frac{1}{\phi_1 + C(\tau_1)} - \frac{1}{\phi_2 + C(\tau_1)} = \frac{1}{2^\tau} \]

\[ \vdots \]

We continue until there is no \(\phi_k > 0\) for which

\[ \frac{1}{\phi_{k-1} + C(\tau_{k-1})} - \frac{1}{\phi_k + C(\tau_{k-1})} = \frac{1}{2^\tau} \]

where \(\tau_k = \tau_0 + k\tau\). The \(\tau_{k-1}\) determined by such a procedure is a lower bound of \(T\).

Using the relation \(t = e^{-2\tau}\), we can obtain the bounds for \(a(h)\), that is to say, \(-\frac{1}{2}\log \tilde{T}\) is a lower bound and \(-\frac{1}{2}\log T\) is an upper bound for \(a(h)\).

In Table 1, we give the lower bounds and upper bounds for \(h = 0.01 k\), \(k = 1, 2, \ldots, 99\), in which \(\varepsilon(\tau_0) = 10^{-2}\), \(\tau_0 = 10^{-6}\) and \(\tau = 10^{-5}\). The calculation is performed by the significants of 15 decimal places. In Figure 1 we plot the values of Table 1. Obviously \(a(0) = 0\) and \(a(1) = \infty\).

4. Applications and discussion

Random packing models for elections in Japan are introduced in the previous works by Itoh and Ueda (1978), (1979), and Itoh (1978). Consider a stick of length \(x \geq 2d\). The stick is divided into two sticks with length \(x_1\) and \(x_2\) such that \(x_1 \geq d\) and \(x_2 \geq d\). Each possible division is assumed to be equally probable.
<table>
<thead>
<tr>
<th>( h )</th>
<th>( a(h) )</th>
<th>( a(h) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower bound</td>
<td>upper bound</td>
<td>lower bound</td>
</tr>
<tr>
<td>0.01</td>
<td>0.20147</td>
<td>--</td>
</tr>
<tr>
<td>0.02</td>
<td>0.06793</td>
<td>--</td>
</tr>
<tr>
<td>0.03</td>
<td>0.00489</td>
<td>--</td>
</tr>
<tr>
<td>0.04</td>
<td>0.03619</td>
<td>--</td>
</tr>
<tr>
<td>0.05</td>
<td>0.06737</td>
<td>--</td>
</tr>
<tr>
<td>0.06</td>
<td>0.09316</td>
<td>--</td>
</tr>
<tr>
<td>0.07</td>
<td>0.11559</td>
<td>--</td>
</tr>
<tr>
<td>0.08</td>
<td>0.13578</td>
<td>--</td>
</tr>
<tr>
<td>0.09</td>
<td>0.15437</td>
<td>--</td>
</tr>
<tr>
<td>0.10</td>
<td>0.17174</td>
<td>--</td>
</tr>
<tr>
<td>0.11</td>
<td>0.18818</td>
<td>--</td>
</tr>
<tr>
<td>0.12</td>
<td>0.20385</td>
<td>--</td>
</tr>
<tr>
<td>0.13</td>
<td>0.21892</td>
<td>--</td>
</tr>
<tr>
<td>0.14</td>
<td>0.23347</td>
<td>--</td>
</tr>
<tr>
<td>0.15</td>
<td>0.24758</td>
<td>--</td>
</tr>
<tr>
<td>0.16</td>
<td>0.26133</td>
<td>--</td>
</tr>
<tr>
<td>0.17</td>
<td>0.27474</td>
<td>--</td>
</tr>
<tr>
<td>0.18</td>
<td>0.28788</td>
<td>--</td>
</tr>
<tr>
<td>0.19</td>
<td>0.30077</td>
<td>--</td>
</tr>
<tr>
<td>0.20</td>
<td>0.31344</td>
<td>--</td>
</tr>
<tr>
<td>0.21</td>
<td>0.32593</td>
<td>--</td>
</tr>
<tr>
<td>0.22</td>
<td>0.33826</td>
<td>--</td>
</tr>
<tr>
<td>0.23</td>
<td>0.35044</td>
<td>--</td>
</tr>
<tr>
<td>0.24</td>
<td>0.36250</td>
<td>--</td>
</tr>
<tr>
<td>0.25</td>
<td>0.37446</td>
<td>--</td>
</tr>
<tr>
<td>0.26</td>
<td>0.38632</td>
<td>--</td>
</tr>
<tr>
<td>0.27</td>
<td>0.39810</td>
<td>--</td>
</tr>
<tr>
<td>0.28</td>
<td>0.40981</td>
<td>--</td>
</tr>
<tr>
<td>0.29</td>
<td>0.42146</td>
<td>--</td>
</tr>
<tr>
<td>0.30</td>
<td>0.43307</td>
<td>--</td>
</tr>
<tr>
<td>0.31</td>
<td>0.44464</td>
<td>--</td>
</tr>
<tr>
<td>0.32</td>
<td>0.45619</td>
<td>--</td>
</tr>
<tr>
<td>0.33</td>
<td>0.46771</td>
<td>--</td>
</tr>
<tr>
<td>0.34</td>
<td>0.47923</td>
<td>--</td>
</tr>
<tr>
<td>0.35</td>
<td>0.49075</td>
<td>--</td>
</tr>
<tr>
<td>0.36</td>
<td>0.50227</td>
<td>--</td>
</tr>
<tr>
<td>0.37</td>
<td>0.51381</td>
<td>--</td>
</tr>
<tr>
<td>0.38</td>
<td>0.52537</td>
<td>--</td>
</tr>
<tr>
<td>0.39</td>
<td>0.53696</td>
<td>--</td>
</tr>
<tr>
<td>0.40</td>
<td>0.54858</td>
<td>--</td>
</tr>
<tr>
<td>0.41</td>
<td>0.56025</td>
<td>--</td>
</tr>
<tr>
<td>0.42</td>
<td>0.57197</td>
<td>--</td>
</tr>
<tr>
<td>0.43</td>
<td>0.58375</td>
<td>--</td>
</tr>
<tr>
<td>0.44</td>
<td>0.59560</td>
<td>--</td>
</tr>
<tr>
<td>0.45</td>
<td>0.60752</td>
<td>--</td>
</tr>
<tr>
<td>0.46</td>
<td>0.61953</td>
<td>--</td>
</tr>
<tr>
<td>0.47</td>
<td>0.63162</td>
<td>--</td>
</tr>
<tr>
<td>0.48</td>
<td>0.64382</td>
<td>--</td>
</tr>
<tr>
<td>0.49</td>
<td>0.65612</td>
<td>--</td>
</tr>
</tbody>
</table>
Figure 1

Table 2

\begin{tabular}{cccc}
\hline
\textbf{h} & \textbf{exp\{-a(h)(x + 1)\}} & \textbf{upper bound} & \textbf{lower bound} \\
\hline
0.01 & 188.342682 & \-- & 0.1598697 & \-- & 4624 \\
0.02 & 5.8480263 & \-- & 0.1087598 & \-- & 2600 \\
0.03 & 1.1356907 & \-- & 0.0744817 & \-- & 1517 \\
0.04 & 0.3902792 & \-- & 0.0513327 & \-- & 930 \\
0.05 & 0.1734716 & \-- & 0.0355891 & \-- & 595 \\
0.06 & 0.0887375 & \-- & 0.0248158 & \-- & 357 \\
0.07 & 0.0495199 & \-- & 0.0173982 & \-- & 237 \\
0.08 & 0.0292939 & \-- & 0.0122601 & \-- & 160 \\
0.09 & 0.0180695 & \-- & 0.0086805 & \-- & 111 \\
0.10 & 0.0115015 & \-- & 0.0061746 & \-- & 68 \\
0.11 & 0.0075021 & \-- & 0.0044107 & \-- & 53 \\
0.12 & 0.0049905 & \-- & 0.0031633 & \-- & 35 \\
0.13 & 0.0033730 & \-- & 0.0022773 & \-- & 25 \\
0.14 & 0.0023108 & \-- & 0.0016452 & \-- & 20 \\
0.15 & 0.0016010 & \-- & 0.0011925 & \-- & 13 \\
0.16 & 0.0011199 & \-- & 0.0008671 & \-- & 10 \\
0.17 & 0.0007901 & \-- & 0.0006322 & \-- & 7 \\
0.18 & 0.0005615 & \-- & 0.0004622 & \-- & 3 \\
0.19 & 0.0004016 & \-- & 0.0003387 & \-- & 2 \\
0.20 & 0.0002889 & \-- & 0.0002488 & \-- & 2 \\
0.21 & 0.0002088 & \-- & 0.0001831 & \-- & 2 \\
0.22 & 0.0001515 & \-- & 0.0001350 & \-- & 1 \\
0.23 & 0.0001104 & \-- & 0.0000997 & \-- & 0 \\
0.24 & 0.0000807 & \-- & 0.0000738 & \-- & 0 \\
0.25 & 0.0000591 & \-- & 0.0000546 & \-- & 0 \\
\hline
\end{tabular}
Such division is continued until all sticks are shorter than 2d. The sticks obtained by such procedure correspond to gaps generated by one-dimensional random packing. (See Ney (1962).) Consider an election in a certain constituency. The length x corresponds to the total votes obtained by candidates of a certain political party, for example the Liberal Democratic Party. The party nominates a candidate if he can obtain at least d votes. The length of each stick, which results from the above procedure of division, corresponds to the votes obtained by a candidate nominated by the party. We must remark that in Japan each voter can vote for one candidate at an election even if the fixed number is more than one. Evidence for this model is given in the previous papers by Itoh and Ueda (1978), (1979) and Itoh (1978).

The present results give one of the checks for the computer experiments which are used in the model fitting. Numerical calculations show that f(x) does not oscillate very much for larger x. (See Figure 2.) For smaller x, we can calculate directly from Equation (3). For larger x for example x = 20, 21, · · · , 30, the approximation by $e^{-a(h-x+1)}$ fits well to the result of computer experiments for $P(L(x) \geq h)$, as shown in Table 2 for x = 25. A stricter treatment of this discussion is our future problem.
We remark that the maximum of lengths of gaps can be discussed in the same way.
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