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Inference with Graphical Model

Assumption in this part
Every variable takes values in a finite set.

Probabilistic Inference

p(Y | X) X: observed (evidence)
Y: variable for inference

o Example: diagnosis for car start

Fuel Meter
full/half/empty

P(Clean plug = no | No start, Fuel meter = half)




Inference with Graphical Model

Probabilistic inference with graphical model

P(X) = p(Xy) p(X, | Xy) p(X5 ] Xy)
x P(X4 | X3) p(X5 [ X3) p(Xg | Xy, X5)

Given a value of X;= e, compute the probability of X,

P(Xy, X =¢€)
P(Xe =€)

P(Xy| X =€) =



Inference with Graphical Model

Assume each variable takes K values
o Naive method

P(Xy, Xg=0€)=2.2.2.2 P(Xy, Xy, X5, Xy, X5, Xg =€)

X2 X3 X4 Xs (K5 operations)
P(Xg =)= p(Xy, Xs=¢e) (K operations)
Xy
P(Xy, X =€) .
X, | Xs=8e)= K t
P(X.| Xg =€) o(X, —€) (K operations)

In total: K> + 2K operations are needed.



Inference with Graphical Model

o Efficient method:

Elimination or successive marginalization

5 —&

P(Xy, Xg=e€)= > p(X)p(X, | X)) p(X5 | X)p(X, | X;)
x P(X5 | X3)p(Xg =€ X,, X5)

X5, X3,X4,Xs

= D(Xl)Z P(X; | Xl)Z P(X;| Xl)Z P(X, | X,

= D(Xl)Z P(X, 1)2 P(X3 | Xms(X,, X3, Xg =€)

5

]Z P(X5 | X3)p(Xg =8| X,, X5)

Z P(X,4 ] X;)

= D(Xl)Z p(X, X1)Z P(Xs | Xms(X,, X3, Xg —e)

3

= D(Xl)XZ P(X, [ Xm3 (X, Xy, Xg =€)

In total: K3 (+ K) + K3 + K2 + 2K operations are needed.
The efficiency depends on the number of variables in the factors.5




Tree
o The previous elimination method works most efficiently for trees.

o Tree: a (directed or undirected) graph such that for any two
nodes there is a unigue (undirected) path connecting them.

o Tree is connected, and has no loop.

undirected tree directed tree

0 |[E[=|V]-1



Inference with Undirected Tree



Inference with Undirected Tree

Propagation in a tree =

Marginalization in an undirected tree ) 3)
X)== X, X X1, X)W, (X5, X))

p(X,) sz XS%‘/X/SQX(G 2)Wi3( 3)W 24 4 @D G 6

X Wa5 (X3, X5 W6 (X3, Xg)

%; Wi (Xq, Xz)zl/fls(x X3)ZW24(X2’X4)ZW35(X3’X5)ZW36(X3’Xe)

X3 X4 Xs Xe
My, (X,) M3 (X3) Me3(X3)
=2 2. W, (X, Xz)zl/fls(x X3)Myo (X5)Mgs (X 3)Mg3(X3)
X, X,
:%Z‘/flz(x Xz)m42((x)2)zl//13(xl’Xs)mSS(XS)mGB(X3)
my, (X, X3
Ma; (X)
=2m,, (X;)my; (X,) 5K? operations

8



Inference with Undirected Tree

Propagate messages from the bottom nodes to an upper level.

|—>J(X) ZWJl(X X) Hmk—)l(x)

kene(i)\{ j}

K2 operations

When all the messages are propagated to i,,
the marginal of Xi0 IS given by

b(X;)
0 ’ IC)XI = = Xi
2., 0(Xi,) ) J'Egio)mj ()

p(X;) =

Note: normalization factor 1/Z in the joint probability is not needed.



Inference with Undirected Tree

Computation of all the marginals

2 We DO NOT need to repeat the process for every node.

o Propagate the messages downward
after the upward propagations are done.

2 When all the upward and downward
messages are computed, every marginal
can be obtained.
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Belief Propagation for Undirected Tree

Belief propagation algorithm for undirected tree
(sum-product algorithm)

(1) Fix a root of the tree
(2) [Upward] Propagate the messages from to bottom nodes to the

root according to

|—>J(X ) ZWJl(X X) Hmk—)l(x)

kene(i)\{j}

(3) [Downward] Propagate the messages
from the root to the bottom nodes by the same rule.

(4) The marginals are obtained by

_ b(X;) B
p(Xi)_inb(Xi)’ b(xi)_jelnel(il;nj—)i(xi)
( b(X)): belief)

11




Belief Propagation for Undirected Tree

Message passing protocol

o The order of updates may be different, but should keep the
following message passing protocol:

“The message to a node must be propagated after the
messages from all the other neighbors are received”.

Efficient algorithm

o Reuse of messages to compute all the marginals.
o The cost for computing all the marginals
= (Upward + Downward) x K? = 2|E| x K2=2(|V]-1) x K?
Linear in the number of nodes or edges

Use of evidence

o If some nodes have evidence, just fix the values in computing the
messages. 19



Inference with Factor Tree

13



Factor Tree

o Factor tree: tree as a bipartite graph

p(X) = %l//a(xli X)wp (Xp, X)w (X3, Xy)

xWq(Xs3, Xs)

o An undirected graph, which is not a tree, may be represented by
a factor tree. {factor tree} o {undirected tree}

1
POX) =~ ya (X Xy Xo)yp (Xy, X o Jwrc (X3, Xs)

A

factor tree not an undirected tree
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Marginalization for Factor tree
Example

PO = 5 1K) £ (K X X3) £ (X K)o (X Xi) Ty (X, X

PO =5 00 3 (X0 X Xa) By (X X0) e (X X5) Ty (X5, Xo)

1 e My (Xp) M 5(X5) My_3(X3)
= z Z fe(xl) fa(xl’ X2, XS); 1:b(XZ’ X4); fC(XB’ XS); fd (X3’ X6)

X5, X3

=% 2 fo (X)) Fa (Xq, X, Xg)my o (X )M 5 (X3)My_3(X5)

X2, X3
Hoya(K3) Hzya (X3)
1me_>1(X1) 2—a 2 3—a 3

:z fo (X1)| 20 Fa(Xq, Xy X3) 2,0 (X))t 5, (X5)
1

XZ'X3 ma—)l(xl)

- Z me—>1(xl)ma—>1(xl)

15



Belief Propagation for Factor Tree

Propagate messages from the bottom nodes to an upper level.
Separate the ‘sum’ process and ‘product’ process.

o Message from a factor node to a variable node:

ma—>i(xi): Z fa(XN(a))_ H,uj_)a(XJ) (X) ﬁ\
XN (a)\{i} jeN (a)\{i} M, /

Hisa(X5) /
o Message from a variable node to a factor node:
/uj—>a(xj): Hmb—>j(xj)
beN (j)\Ya} b||c

N(i) : the factor nodes connected to the variable node |
N(a) : the variable nodes connected to the factor node a

16



Belief Propagation for Factor Tree

Belief propagation algorithm for factor tree
(1) Fix a root variable node of the tree
(2) [Upward] Propagate the messages from bottom nodes to the root.
Factor to variable:
ma—>i(xi) = Z 1:a(XN(a)) H/uj—>a(xj)

XN (a)\i} JeN (a)\{i}
Variable to factor

zuj—>a(xj): Hmbej(xj)
beN (j)Ya}

(3) [Downward] Propagate the messages from the root to the bottom
nodes by the same rules.

(4) The marginals are obtained by
p(X;)ec [Tm, i (X))

aeN (i)
17



Belief Propagation for Factor Tree

Message passing protocol

o The order of updates may be different, but should keep the
following message passing protocol:

“The message to a node must be propagated after the
messages from all the other neighbors are received”.

Efficient algorithm
o Reuse of messages to compute all the marginals.

o The computational cost = 2|E| x K™= 2(|V]-1) x K™
m = max #(variables in a factor)

Linear in the number of nodes or edges.

Use of evidence

o If some nodes have evidence, just fix the values in computing the

mesSages. -



Inference with Directed Tree
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Factor Tree Representation

Directed tree to factor tree

o A directed tree (polytree) can be converted to a factor tree
Example

P(X) = P(Xy) P(X,) P(X3| Xy, X)) P(X,) P(Xs | X3, Xg) P(Xg | X3)

a‘@\ /@-b

) -
a8

directed tree
(polytree) factor tree

o Note: in the factor tree representation, each factor node is connected

to a unique child node, since the factor is of the form p(X; | X ,)-
20



Belief Propagation for Directed Tree

Belief propagation for directed tree

o BP in the factor tree representation
Factor nodes can be indexed by the corresponding child nodes.

Parent to child (< variable to factor)

i—b | CeN(i)\{bf [ [ |—>k( |) l :
: . A (X)) L2
Child to parent (< factor to variable) i ‘I\/GB\

ma—>j(xj): Z 1:a(XN(a)) H:un—>a(xn) ‘b/ C
XN (a)\j} neN (a)Y j} Ggi—’k(xi)é
=A_ . (X))

I— ] J

21



Belief Propagation for Directed Tree

a Parent to child
ﬂJ%,(XJG;D\\' :| ?@
7Z'i—>k(xi) — Hmc—>i(xi) O\ /ﬁ\
ceN (i)\{b} br/

C
-------- -----—---rech(i)\{k}
parent-side ;g side A (X))
Z p(x |Xpa(|)) Hluj—>a(x ) H;Lr—>|(x )
X pai) jepa(i) rech(i)\{k}
Z p(x |Xpa(|)) Hﬂ-j—n(x ) Hﬂ'r—n(x )
X pa(i) jepa(i) rech(i)\{k}
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Belief Propagation for Directed Tree

o Child to parent

ﬂ“i—)j(X% aﬁ(xn)
ﬂ’i—)j(xj)
— Z p(XI | Xpa(i)) H/un—>a(xn) O\ b/' C

AN ()} neN (a)\{j} d()
— Z p(Xi|Xpa(i))ﬂi—>a(Xi) H:un—>a(xn) /Irﬁi(xé?

XN(a)\{j} ________________ nepa(i)\{j}

child-side parent-side

= Z p(Xilxpa(i)) Hmb—>i(xi) Hﬂ-n—>a(xn)

XN (a)\{j} beN (i){a} nepa(i)\{j}
= Z p(xl | Xpa(i)) H/lk—>i(xi) Hﬂ-n—>a(xn)
xi’xpa(i)\{j} kech(i) nepa(i)\{j}
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Belief Propagation for Directed Tree

nA-algorithm (kim & Pearl 1983)
Parent to child:

|—>k(X )_ Z p(X |Xpa(|)) Hﬂj—n(x ) H/lr—n(x)

X pa(i) jepal(i) rech(i)\{k}

Child to parent:

li—)j(xj): Z p(XI |Xpa(i)) H/ﬁtk—n(xi) Hﬂn%a(xn)

Marginal:
P(X;) oc A(X;)z(X;)

AX) = TTALiCG), 7#(X) = 2 p(Xi | X)) TI7ii(X))

kech(i) X paiy jepa(i)

o mA-algorithm is the first general belief propagation algorithm.
24



Mini Summary

Belief propagation / sum-product algorithm

o All the marginals are exactly calculated for trees.
Undirected tree, factor tree, polytree.
Non-tree cases will be discussed later.

o The computational cost is linear w.r.t. the tree size (number of
variables).

Basic idea is successive marginal-out, but the messages are
reused to compute all the marginals.

Messages are passed upward and then downward.

In general, the order of the message passing should keep the
message passing protocol.

o The equations of message passing is local:

product of the messages from the neighbors and sum over local

variables.
25



Mini Summary

o Constant factor is not necessary.
To given the joint probability density, the form

p(X)oc ][ f,(X,)

Is sufficient to apply the belief propagation.

Just normalize after the unnormalized marginal is computed.

o Normalization factor can be computed by belief propagation.

For

p(X)oc ] f,(X,)

Normalization factor Z is given by marginal-out:

VA :ng fa(xa)

26
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