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. : 1. Model. 

     : Generalized Lehmann’s Alternative Model. 

      : Semi parametric  model. G(x)=h(F(x):θ) , G(x)=h(F(x-μ):θ)  

             and G(x)=h(F(y-α-βx):θ)  

      : Skew Symmetry . Azzalini (1985). Parametric model. MLE. 

:2. Statistics. 

  : Rank statistics for nonparametric  Tests. Lehmann(1953).  

  : Estimation. Miura (1985,1993) 

:3 . Asymptotic Normality. 

    : Special Construction (Skorokhod’s Theorem, or Skorokhod’s representation). 

      : Weak convergence of Empirical Distribution Functions. 

      : iid case and non-iid case( weakly dependent case. 

         This work is incomplete yet, but 

      : Make use of the results in Shao&Yu(1996). Louhichi(2000 and her other 

        papers)). 

:4. A direct application to a simple linear regression utilizes an weighted empirical 
distribution . Wellner&Shorack (1986). We need these for non-iid case. 



1. Models 

 Generalized Lehmann’s Alternative Model. 

Generalize G(x)= F(x) θ , to G(x)=h(F(x): θ) 

Assume F(.) is symmetric about zero. 

Assume 関数形h(・: θ) is known, but F(.) unknown. 

 

 









(1).Transformation parameter θ, 
and  

(2). Simultaneous estimation of  
 Transformation parameter θ and location parameter μ 

(1). X1,…,Xn distributed with G(x)=h(F(x): θ). 

Xi = εi  ,i=1,2,…,n. 

(2). X1,…,Xn distributed with G(x)=h(F(x- μ): θ). 

Xi = μ +εi  ,i=1,2,…,n. εi follows G(x)=h(F(x): θ) 

:iid case. Tsukahara&Miura(1993). 

: weakly dependent case (on going) 

 



Generalized Lehmann’s Alternative model 
(GLAM) and skew symmetry:  

GLAM 

G(x:δ,F)=h(F(x): δ).  g(x: δ,F)=h’(F(x): δ)f(x) 

Skew symmetry (Azzalini) 

 g(x: δ,F)= f(x)2F(δx), or =f(x)2K(δx) 

Thus ,2F(δx) or f(x)2K(δx) in skew symmetry 
corresponds to h’(F(x): δ) in GLAM. 
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Fig.5-1  A rolling AR structure of a hedge fund's returns with Sharpe ratios 



2. Statistics and Estimation for μ and θ in 
G(x)=h(F(x- μ): θ).  

* 



(1) Transformation Parameter θ  

(1). X1 ,…, Xn distributed with G(x)=h(F(x): θ). 

Xi = εi  , i=1,2,…,n. 
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Monotonicity in r.

As r tends larger, Z ( ) are shifted to larger, uniformly in i=1.2,...,n,

and More of Z ( ) will be positive.

This make
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in weakly dependent cases.
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S ( ) as a function of r. It is larger for a large r.n r



























iid から weakly dependent へ 
stationary process : strongly mixing or associated  

. 
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iid case

Non-iid case (weakly dependent): -mixing or associated. 





This argument in the weak dependent case goes 
very similar (almost the same) as in the case of iid. 

The only difference would be 

 (1) assumptions on the power, and 

 (2) asymptotic variance. 

(3) Need to examine the probability distribution of rank vectors 
if it is well asymptotically uniform over (0,1),or distributed to 
satisfy that sum of rank score to be zero: 

  



(2). θ and μ . Simultaneously.   

(2). X1,…,Xn distributed with G(x)=h(F(x- μ): θ). 

Xi = μ +εi  ,i=1,2,…,n. εi follows G(x)=h(F(x): θ) 

 

S1,n (r, q) and S2,n (r, q) 



Note. For a value of r close to the true parameter value,

Z ( ), 1,2,...,  are approximately symmetrically distributed

arround zero. Hence this q is a generalization of Hodge Lehmann

estimate of center 

i r i n

of symmetry. (H-L from a linear score function.)

Z ( ) are aproximately distributed arround  with F(  - ).i r  











A Simple Linear Regression Model. 
(On-going trial) 

Y=α+βx+ε.  Where ε≈ G(.)=h(F(.):θ) 

F(.) symmetric around zero.  
 

Yi=α+βxi+εi  ,i=1,2,…,n 

εi  ,i=1,2,…,n :weakly dependent(associated), 

And distributed with G(.)=h(F(.):θ) 
注意：最小二乗法との違い。 

順位統計量から導かれる回帰係数βの推定は、回帰モデルの偶然誤差
項が対称性を持つことなど分布形の仮定を置かない。また、 αの推定は

、 βを推定した後に行う。 







Motivations. 
Data in Financial Engineering:  

Time series data of Hedge Fund return . 

: In a usual regression where returns of portfolios or of stocks are 
regressed on indices (stock index, for example), the residuals are 
rather implicitly regarded as iid. They may be almost so, but they 
may not be so. 

In practice, they do not care about estimation error? (In 
econometrics, or in academics, they surely care about it.) 

:****************************************************  

: When hedge fund returns are regressed on market indices as in 
the following, the residuals do not seem iid, but may show some 
dependence, such as autoregressive. 

: This kind of regression is often done in a search for possibilities 
of Hedge fund replication. 



Estimate β , θ and α simultaneously. 
S1,n (b, r) for β, or S1,n (b)  
S2,n (b, r, a) for θ, and  
S3,n (b, r, a) for α. 

Mathematics. 

(1) use the convergence of weighted empirical distribution 
functions,  {Y- βx} empirical distribution function that is 
described in Wellner & Shorack(1986) and others. 

(2) follow Hajek& Sidak(1967) and Jureckova (1971) with 
Jaeckel (1972), Also Sen& Jureckova(199?) and Wellner 
&Shorack (1986) with Shao&Yu (1996) and Louhichi(2000), in 
order to prove asymptotic normality of linear rank statistics in 
our weakly dependent case. We are on the way to prove  
fundamental theorems for distributions for rank vectors. 



Can we do the same for a regression model as for a location only ?

Can we base everything on symmetry of F with empirical distribution functions ?

Let  ( )  , i=1,2,..., n.  

        (1).Note tha
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             where the second term m( ) is non-zero unless .

        (3).Note that one can estimate  based on rank statistics
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Here, we will estimate  and .
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Let E (  : b) { (b) }.

1

Let E (.) be a piecewise linear version of E (.).

       (4).Note that E (t)= +F (h (t: )) or E (U) F (h (U: ))
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and that 

                      E (h(t: ))= +F (t) and

                      E (h(U: )) has a distribution F(x- ),

           for E(x)=P{ ( ) } and an uniform random variable U on [0,1].
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Then, these are expected to distribute symmetrically arround ;

approximately with F(x- ). 
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      (6).Note that m( ) can be estimated by m( ). 
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and let R (b, r) = rank of Z (b, r) among {Z (b, r), j=1,2,...,n}

                              = I{Z (b, r) Z (b, r)}.

let R (b, r, a) = rank of Z (b, r) a  among { Z (b, r) a , j=1,2,...,n}
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2, 2 2i: zi(b,r)>a i: zi(

969,1971 and others) and Jaeckel(1972).

        (8).Note also that there is another choice of using this without r. 
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       (9).Note that these two rank statistics are  similarly defined to 

     Tsukahara and Miura
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(1993);  i.e. a version for a simple linear regression model.



i.i.d. case. 
Jureckova (1971,1969) and Jaeckel (1972). 
Hajek & Sidak [Theory of Rank Test] 1967. 

Estimation oｆ β based on rank statistics, where the 
distribution of ε can be asymmetric. 

Note that β can be estimated separately from μ and θ. 
We take advantage of this nature . 

Plan of  a proof. 

One can use their result for estimation for β. 

Then, in order to estimate μ and θ, one may use the 
estimated β in Yi – βxi , and work on empirical distribution 
function with the above Xi  replaced by Yi – βxi , where 
estimated β converges to a true β. 

Note that  for iid case this can be done by conbining the 
results in the Jureckova(1971) and 
Tsukahara&Miura(1993). It will be a new result. 



Dispersion measure D(Y-βx). 
 Estimator β ; minimizes D. 

similar to LSE, but different in replacing (…) with ranks.  

D’ is a non-decreasing step function of β; 

Steps at (Yi- Yj )/(xi –xj ) , 1 ≤ i<j ≤ n. 

D(Y-βx)=…..    D’=…… 

Note that ranks are shift-invariant, so that intercept α or μ does not 
matter in D’. 



Non iid, weakly dependent cases. 

Proceed in the same way as in iid case. 

Numerical calculations for the estimates of β is the same as 
in iid case.  

But, the probability distribution of the estimator or the 
estimation error are different in the two cases. 
 

Approaches for proving asymptotic normality. 

: (1). Approach in Jureckova and Jaeckel. This does not look 
using a convergence of weighted empirical distribution 
function (in iid case). 

: (2). Can we use “a convergence of weighted empirical 
distribution function “ framework for this problem? 

 Yi-βxi , i=1,2,…,n. Yes, we can. See Wellner & Shorack(1986) 
for iid cases. 
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Thank you for your attention. 
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