# General rank-based estimation for regression single index models 

Huybrechts F. Bindele ${ }^{1}$ • Ash Abebe ${ }^{2}$. Karlene N. Meyer ${ }^{3}$

Received: 7 December 2016 / Revised: 5 August 2017 / Published online: 20 September 2017
© The Institute of Statistical Mathematics, Tokyo 2017


#### Abstract

This study considers rank estimation of the regression coefficients of the single index regression model. Conditions needed for the consistency and asymptotic normality of the proposed estimator are established. Monte Carlo simulation experiments demonstrate the robustness and efficiency of the proposed estimator compared to the semiparametric least squares estimator. A real-life example illustrates that the rank regression procedure effectively corrects model nonlinearity even in the presence of outliers in the response space.
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## 1 Introduction

The single index model (SIM) has gained widespread popularity in many areas of research such as finance, economics, epidemiology, medical science and ecology. One reason for its popularity is that it searches for a single linear combination of $p$ -

[^0]covariates $\mathbf{X}$ that can capture most information about the relation between the response $Y$ and covariate $\mathbf{X}$, thereby avoiding the "curse of dimensionality." It is defined as
\[

$$
\begin{equation*}
Y_{i}=g_{0}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)+\varepsilon_{i}, \quad 1 \leq i \leq n \tag{1}
\end{equation*}
$$

\]

where $\boldsymbol{\beta}_{0} \in \mathscr{B} \subset \mathbb{R}^{p}$ is a vector of parameters, $\mathbf{X}_{i} \in \mathscr{X}$, where $\mathscr{X}$ is a sub-vector space of $\mathbb{R}^{p}$, are independent (but not necessarily identically distributed) $p$-variable random covariate vectors, the function $g_{0}$ is an unknown function and the model errors $\varepsilon_{i}$ are independent with conditional mean zero given the covariates. We will assume that $\mathscr{B}$ is compact and $E(Y \mid \mathbf{X})=E\left(Y \mid \mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)=E\left(g_{0}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right) \mid \mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)$; that is, if we set $m(\mathbf{x})=E(Y \mid \mathbf{X}=\mathbf{x})$, we have $m(\mathbf{X})=g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)$ with $g_{\boldsymbol{\beta}}(t)=E\left(g_{0}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right) \mid \mathbf{X}^{\tau} \boldsymbol{\beta}=t\right)$. We are interested in direct inference, especially in the estimation of the true parameter $\boldsymbol{\beta}_{0}$ in model (1). For reasons of identifiability, we set the first element of $\boldsymbol{\beta}_{0}$ to be 1 (Delecroix et al. 2006). When $g_{\boldsymbol{\beta}_{0}}(\cdot)$ is assumed to be the inverse of a known link function, this model belongs to the class of the well-known generalized linear model (McCullagh and Nelder 1989). Because of the flexibility and the interpretability that the SIM offers, this estimation problem has experienced rapid development in both theory and methodology in the past few years.

Since both $\boldsymbol{\beta}_{0}$ and $g_{\boldsymbol{\beta}_{0}}(\cdot)$ are unknown, they need to be estimated. We typically estimate $g_{\boldsymbol{\beta}_{0}}(\cdot)$ nonparametrically via kernel estimation and $\boldsymbol{\beta}_{0}$ via a minimization of some objective function. Several authors, including Powell et al. (1989), Härdle and Stoker (1989), Klein and Spady (1993), Ichimura (1993), Härdle et al. (1993), Sherman (1994), Horowitz and Härdle (1996), Hristache et al. (2001), Xia et al. (2002), Yu and Ruppert (2002), Yin and Cook (2005) and (Delecroix et al. 2006), have proposed a variety of approaches to solving this estimation problem. The commonly applied methods in the literature include the average derivative estimation (ADE) method and the semiparametric least squares (SLS) estimation method. ADE estimates the expected value of the weighted gradient of the regression function $g_{\boldsymbol{\beta}}$, which is proportional to $\boldsymbol{\beta}_{0}$. This method leads to $\sqrt{n}$-consistent estimator (Härdle and Tsybakov 1993). The SLS estimation method obtains the estimator of $\boldsymbol{\beta}_{0}$ by minimizing the Euclidean norm of the residuals $Y-E\left(Y \mid \mathbf{X}^{\tau} \boldsymbol{\beta}\right)$ as a function of $\boldsymbol{\beta}$. The function $g_{\boldsymbol{\beta}}(t)$ is estimated using nonparametric estimation such as Nadaraya-Watson (Ichimura 1993) or local linear approximation (Carroll et al. 1997). Since ADE cannot be used to estimate $\boldsymbol{\beta}_{0}$ when the gradient of the regression function is zero, Xia (2006) proposed an estimator based on the integration of the outer product of gradients using a local linear approximation.

While ADE and SLS are asymptotically efficient when dealing with models that have controlled designs and normal error distribution, they become inefficient when we have uncontrolled designs (high-leverage points) or non-normal (heavy-tailed or contaminated) error distributions. To overcome the latter issue, efforts have been devoted to constructing robust estimators. Han (1987) proposed an estimator based on maximization of the rank correlation between the observed values and the values fitted by the model. On the other hand, Delecroix et al. (2006) considered the $M$-estimation procedure to down-weigh large residuals (possibly from heavy tails and outliers) as an alternative to the SLS estimation. More recently, Feng et al. (2012) obtained an estimator based on the Wilcoxon rank-based procedure (Hettmansperger and McKean
2011). Although the estimator proposed by Feng et al. (2012) is robust against outliers in response space, their method lacks the generality and adaptivity of the general rank regression (Jaeckel 1972; Hettmansperger and McKean 2011). Moreover, the use of the gradient, based on the derivative with respect to $\mathbf{x}$ in both Xia (2006) and Feng et al. (2012), might reduce the applicability of their approaches since the function $\mathbf{x} \mapsto E(Y \mid \mathbf{X}=\mathbf{x})$ has to be assumed differentiable as a function of $\mathbf{x}$. However, it is quite common for $\mathbf{x} \mapsto E(Y \mid \mathbf{X}=\mathbf{x})$ to be a discontinuous function of $\mathbf{x}$. For example, $\mathbf{x}$ could be comprised of both continuous and categorical predictors as in treatment comparison studies including common ANCOVA type designs.

To overcome the deficiencies in the approaches of Xia (2006) and Feng et al. (2012) and similar to the M-estimation approach by Delecroix et al. (2006), we propose a general rank-based estimation approach, which is based on minimizing (2) or (4) given below. Our proposed procedure is also geared toward addressing robustness issues pertaining to outliers in the response space. Note that the objective function defined by (2) or (4) includes the Wilcoxon rank-based objective function that was used by Feng et al. (2012) which we find by taking a linear score generating function $\varphi$ (Hettmansperger and McKean 2011, p. 82). Rather than using the outer product of gradients, we propose estimating $\boldsymbol{\beta}_{0}$ via minimizing (4), which in turn is defined on the basis of the leave-one-out Nadaraya-Watson estimator of $g_{\boldsymbol{\beta}_{0}}(\cdot)$. As pointed out in Delecroix et al. (2006), any technique that uses a nonparametric component in the optimization procedure must take bandwidth selection into account. As in Delecroix et al. (2006), this can be done by either using a separate minimization procedure over (4), where the starting bandwidth is chosen to belong in $\mathscr{F}_{n}:=\left\{h: c_{1} n^{-\alpha_{1}}<h<\right.$ $\left.c_{2} n^{-\alpha_{2}}\right\}$, for some constants $c_{1}, c_{2}>0$ and $1 / 8<\alpha_{1}<\alpha_{2}<1 / 4$, or using a direct joint estimation by minimizing (4) with respect to both $\boldsymbol{\beta}$ and $h$. Because of higherorder asymptotic expansions of the rank estimator, finding the optimal bandwidth is a complicated task and is left for future work.

We conclude this introduction by stating how the paper is organized. Section 2 provides the estimation procedures of both $g_{\boldsymbol{\beta}_{0}}(\cdot)$ and $\boldsymbol{\beta}_{0}$. The asymptotic properties (consistency and $\sqrt{n}$-asymptotic normality) of the rank estimator are studied in Sects. 3 and 4. To demonstrate the appeal of the rank estimator for dealing with heavy-tailed or contaminated error distribution settings, a simulation study is provided in Sect. 5. The same section also contains an analysis of a real-world dataset demonstrating the use of the proposed procedure. Proofs of theoretical results are given in Appendix.

## 2 Estimation

Let $\mu_{\boldsymbol{\beta}_{0}}(t)$ be the probability density (mass) of $\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}$, and for $K$ being a kernel function with bandwidth $h \equiv h_{n}$ satisfying $h_{n} \rightarrow 0$ as $n \rightarrow \infty$, let $\widehat{\mu}_{\tilde{\boldsymbol{\beta}}_{n}^{0}}(t)=$ $\left(n h_{n}\right)^{-1} \sum_{k=1}^{n} K\left(\left(t-\mathbf{X}_{k}^{\tau} \tilde{\boldsymbol{\beta}}_{n}^{0}\right) / h_{n}\right)$, where $\tilde{\boldsymbol{\beta}}_{n}^{0}$ is a $\sqrt{n}$-preliminary estimator of $\boldsymbol{\beta}_{0}$. For some positive constants $c_{0}$ and $c$ such that $0<c_{0} \leq c$, set

$$
\Gamma=\left\{\mathbf{x}: \mu_{\boldsymbol{\beta}_{0}}\left(\mathbf{x}^{\tau} \boldsymbol{\beta}_{0}\right) \geq c\right\} \quad \text { and } \quad \Gamma_{n}=\left\{\mathbf{x}: \widehat{\mu}_{\tilde{\boldsymbol{\beta}}_{n}^{0}}\left(\mathbf{x}^{\tau} \tilde{\boldsymbol{\beta}}_{n}^{0}\right) \geq c\right\} .
$$

Also, let $\mathscr{H}_{n}=\left[n^{-(1 / 2-\varepsilon)}, n^{-\varepsilon}\right]$, for $\varepsilon$ such that $0<\varepsilon<1 / 2$. Clearly, $\mathscr{F}_{n} \subset \mathscr{H}_{n}$. Thus, while all the theoretical results established in this paper are based on $\mathscr{H}_{n}$, there are also valid on $\mathscr{F}_{n}$ (Delecroix et al. 2006).

Now, define the residuals $z_{i}(\boldsymbol{\beta})=Y_{i}-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right), 1 \leq i \leq n$, and consider the following rank objective function introduced by (Jaeckel 1972)

$$
\begin{equation*}
D_{n}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right) z_{i}(\boldsymbol{\beta}), \tag{2}
\end{equation*}
$$

where $R\left(z_{i}(\boldsymbol{\beta})\right)$ is the rank of $z_{i}(\boldsymbol{\beta})$ among $z_{1}(\boldsymbol{\beta}), \ldots, z_{n}(\boldsymbol{\beta})$, and $\varphi:(0,1) \rightarrow \mathbb{R}$ is a bounded nondecreasing score function. Before dealing with the estimation of true parameter $\boldsymbol{\beta}_{0}$, let us consider a nonparametric estimation of $g_{\boldsymbol{\beta}}(\cdot)$. To that end, define weights as

$$
\begin{equation*}
W_{n j}^{i}(t)=\frac{K\left(\frac{t-\mathbf{X}_{j}^{\tau} \boldsymbol{\beta}}{h_{n}}\right)}{\sum_{k \neq i}^{n} K\left(\frac{t-\mathbf{X}_{k}^{\tau} \boldsymbol{\beta}}{h_{n}}\right)} . \tag{3}
\end{equation*}
$$

and let $\widehat{g}_{\boldsymbol{\beta}, h}^{i}(t)=\sum_{j \neq i}^{n} W_{n j}^{i}(t) Y_{j}$ be the leave-one-out Nadaraya-Watson estimator of $g_{\boldsymbol{\beta}}(t), t \in \mathscr{A}$, where $\mathscr{A}:=\left\{\mathbf{x}^{\tau} \boldsymbol{\beta}: \mathbf{x} \in \mathscr{X}, \boldsymbol{\beta} \in \mathscr{B}\right\}$. The function $\widehat{g}_{\boldsymbol{\beta}, h}^{i}(\cdot)$ being a known nonlinear function of $\boldsymbol{\beta}$, we use it to define a rank dispersion analogous to (2) as

$$
\begin{equation*}
\widetilde{D}_{n}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right) \varphi\left(\frac{R\left(v_{n i}(\boldsymbol{\beta})\right)}{n+1}\right) v_{n i}(\boldsymbol{\beta}) \tag{4}
\end{equation*}
$$

where $v_{i n}(\boldsymbol{\beta})=Y_{i}-\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)$. Based on (2) and (4), let $\widehat{\boldsymbol{\beta}}_{n}$ and $\widetilde{\boldsymbol{\beta}}_{n}$ be the rank estimators of $\boldsymbol{\beta}_{0}$ defined as

$$
\widehat{\boldsymbol{\beta}}_{n}=\underset{\boldsymbol{\beta} \in \mathscr{B}}{\operatorname{Argmin}} D_{n}(\boldsymbol{\beta}) \text { and } \widetilde{\boldsymbol{\beta}}_{n}=\underset{\boldsymbol{\beta} \in \mathscr{B}}{\operatorname{argmin}} \widetilde{D}_{n}(\boldsymbol{\beta}) .
$$

Theorem 1 provides the asymptotic equivalence between the two objective functions given in Eqs. (2) and (4). The proof relies on Lemma 3 given in Appendix. The following assumptions are necessary and sufficient in the theoretical development of the paper.

## Assumptions

$\left(I_{1}\right) \varphi$ is a nondecreasing, bounded and twice continuously differentiable score function with bounded derivatives, defined on $(0,1)$, satisfying:

$$
\int_{0}^{1} \varphi(u) \mathrm{d} u=0 \quad \text { and } \int_{0}^{1} \varphi^{2}(u) \mathrm{d} u=1
$$

( $I_{2}$ ) As in (Delecroix et al. 2006), write $g_{\boldsymbol{\beta}}(t)$ as $g_{\boldsymbol{\beta}}(t)=E\left(Y \mid \mathbf{X}^{\tau} \boldsymbol{\beta}=t\right)=$ : $r_{\boldsymbol{\beta}}(t) / \mu_{\boldsymbol{\beta}}(t)$. We assume that
(i) For every $\boldsymbol{\beta} \in \mathscr{B}, \mu_{\boldsymbol{\beta}}(\cdot)$ is the density of $\mathbf{X}^{\tau} \boldsymbol{\beta}$ with respect to the Lebesgue measure on $\mathbb{R}$, and there exists some constant $c_{0}$ such that $\left\{t: \mu_{\boldsymbol{\beta}}(t)=c\right\}$ is finite, for any $c$ satisfying $0<c_{0} \leq c$.
(ii) The functions $(\boldsymbol{\beta}, t) \mapsto \mu_{\boldsymbol{\beta}}(t),(\boldsymbol{\beta}, t) \mapsto r_{\boldsymbol{\beta}}(t)$ and $(\boldsymbol{\beta}, t) \mapsto g_{\boldsymbol{\beta}}(t)$ satisfy the so-called $L$-condition. Just considering $\mu_{\boldsymbol{\beta}}(t)$, the $L$-condition states that for all $t_{1}, t_{2} \in \Lambda$, with $\Lambda$ being a compact subset of $\mathbb{R}$, and $\forall \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2} \in \mathscr{B}$, there exist $C>0$ independent of $(\boldsymbol{\beta}, t)$ and $a \in(0,1]$ such that

$$
\left|\mu_{\boldsymbol{\beta}_{1}}\left(t_{1}\right)-\mu_{\boldsymbol{\beta}_{2}}\left(t_{2}\right)\right| \leq C\left\|\left(\boldsymbol{\beta}_{1}, t_{1}\right)-\left(\boldsymbol{\beta}_{2}, t_{2}\right)\right\|^{a}
$$

(iii) For any $t \in \mathbb{R}, \boldsymbol{\beta} \rightarrow g_{\boldsymbol{\beta}}(t)$ is three time continuously differentiable, and there exists a function $J: \mathscr{X} \rightarrow \mathbb{R}^{+}$not necessarily the same such that $\left|\nabla_{\boldsymbol{\beta}}^{r}\left[g_{\boldsymbol{\beta}}\left(\mathbf{x}^{\tau} \boldsymbol{\beta}\right)\right]\right| \leq J(\mathbf{x})$ with $0<E\left[J^{p}(\mathbf{X})\right]<\infty$, for $0<p \leq 4$ and for all $\beta \in \mathscr{B}$, where $r=0,1,2,3$, and $\nabla_{\beta}^{r}$ is a differential operator of order $r$.
$\left(I_{3}\right) K(\cdot)$ is a three times differentiable, symmetric, positive and compactly supported kernel function with bandwidth $h_{n} \in \mathscr{H}_{n}$. Moreover, $K^{\prime}(\cdot)$ is of bounded variation.
(I4) $\sup E\left[|Y|^{q} \mid \mathbf{X}=\mathbf{x}\right]<\infty$, for some $q \geq 2$ and $0<E\{\exp (\lambda\|\mathbf{X}\|)\}<\infty$, for some $\lambda>0$.
(I5) $\boldsymbol{\beta}_{0} \in \operatorname{Int}(\mathscr{B})$ and for fixed $n, \boldsymbol{\beta}_{0, n}$ is the unique minimizer of $E\left[D_{n}(\boldsymbol{\beta})\right]$ such that $\boldsymbol{\beta}_{0}=\lim _{n \rightarrow \infty} \boldsymbol{\beta}_{0, n}$.
( $\left.I_{6}\right) n^{-1} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\left\{\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\right\}^{\tau} \rightarrow \Sigma$ a.s., where $\Sigma$ is positive definite matrix.

Remark 1 Assumption $\left(I_{1}\right)$ is a common assumption in the rank estimation literature; see Hettmansperger and McKean (2011). Assumptions ( $I_{2}$ )-( $I_{4}$ ) ensure the strong consistency of the leave-one-out Nadaraya-Watson estimator of $g_{0}(\cdot)$ (Delecroix et al. 2003, 2006). ( $I_{5}$ ) ensures the strong consistency of the proposed estimator, as established in Theorem 3. This assumption is assumed in most of the regression problems in a more stronger form; that is, $\boldsymbol{\beta}_{0}=\operatorname{Argmin} E\left\{D_{n}(\boldsymbol{\beta})\right\}$ (Delecroix et al. 2006).

$$
\boldsymbol{\beta} \in \mathscr{B}
$$

Together with the previous assumptions, $\left(I_{6}\right)$ is used to show the asymptotic normality of the gradient function. Also, $\left(I_{6}\right)$ is a common regression assumption usually imposed on the design matrix and reduces to $n^{-1} \sum_{i=1}^{n} \mathbf{X}_{i} \mathbf{X}_{i}^{\tau} \rightarrow \Sigma=E\left\{\mathbf{X X}^{\tau}\right\}$ that is imposed for the linear model: $g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)=\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}$ (Hettmansperger and McKean 2011).

Theorem 1 Under assumptions $\left(I_{1}\right)-\left(I_{4}\right), \lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right|=$ 0 a.s.

Remark 2 Note that the functions $I_{\Gamma}(\mathbf{X})$ and $I_{\Gamma_{n}}(\mathbf{X})$ in Eqs. (2) and (4) are trimming devices introduced to keep the Nadaraya-Watson estimator away from zero (Delecroix et al. 2003, 2006). The existence of either $\widehat{\boldsymbol{\beta}}_{n}$ or $\widetilde{\boldsymbol{\beta}}_{n}$ is ensured by the continuity of the two objective functions over $\mathscr{B}$ compact. $\widehat{\boldsymbol{\beta}}_{n}$ is defined as a minimizer of an objective function that depends on an unknown function $g_{0}$; hence, although the dispersion function uses independent residuals, it cannot be computed. On the other
hand, we can compute $\widetilde{\boldsymbol{\beta}}_{n}$, but the objective function involves dependent residuals as $\widehat{g}_{\boldsymbol{\beta}, h}^{i}(\cdot), \ldots, \widehat{g}_{\boldsymbol{\beta}, h}^{i}(\cdot)$ are not independent. As it will be demonstrated in Appendix, the two estimators possess the same asymptotic distribution. So for simplicity, we can use $\widetilde{\boldsymbol{\beta}}_{n}$ for asymptotic inference in practice.

## 3 Consistency

Let $(\Omega, \mathscr{F}, P)$ be a complete probability space. For $i=1, \ldots, n$, assume that $\varepsilon_{i}\left(\boldsymbol{\beta}_{0}\right)$ are i.i.d. with common distribution at the true $\boldsymbol{\beta}_{0}$, and for $\boldsymbol{\beta} \neq \boldsymbol{\beta}_{0}, z_{i}(\boldsymbol{\beta})$ are independent with distribution $F_{i} \equiv F_{i, \boldsymbol{\beta}}$. The following theorem gives the stochastic equicontinuity of the sequence of rank objective functions $\left\{D_{n}(\boldsymbol{\beta})\right\}_{n \geq 1}$ under the above assumptions.
Theorem 2 Under $\left(I_{1}\right),\left(I_{2}\right)$ and $\left(I_{4}\right)$, and for every $\boldsymbol{\beta} \in \mathscr{B}$,

$$
D_{n}(\boldsymbol{\beta})-E\left\{D_{n}(\boldsymbol{\beta})\right\} \rightarrow 0 \text { a.s. as } n \rightarrow \infty .
$$

Moreover, the sequence $\left\{D_{n}(\boldsymbol{\beta})\right\}_{n \geq 1}$ is stochastically equicontinuous.
This result is used along with Lemma 1 to provide the strong consistency of $\widehat{\boldsymbol{\beta}}_{n}$ that follows.
Theorem 3 Under $\left(I_{1}\right),\left(I_{2}\right),\left(I_{4}\right)$ and $\left(I_{5}\right), \widehat{\boldsymbol{\beta}}_{n} \rightarrow \boldsymbol{\beta}_{0}$ a.s. as $n \rightarrow \infty$.
As mentioned above, the proof of this theorem directly follows from Theorem 2 and the following lemma whose proof of (i) is given in Appendix and that of (ii) can be found in Andrews (1994), Newey and McFadden (1994) and Rao et al. (2014). So, for the sake of brevity, the proof of (ii) will not be provided.
Lemma $1 \operatorname{Let}\left\{A_{n}(\alpha)\right\}_{n \geq 1}$ be a random objective function defined on a compact space $\Theta$ such that $\widehat{\alpha}_{n}=\operatorname{Argmin} A_{n}(\alpha)$ and for fixed $n$, there is a unique $\alpha_{0, n} \in \Theta$ satisfying $\alpha_{0, n}=\operatorname{Argmin} E\left(A_{n}(\alpha)\right)$, with $E\left(A_{n}(\alpha)\right)$ being continuous with respect to $\alpha$. Assume for $\alpha_{0} \in \Theta, \alpha_{0}=\lim _{n \rightarrow \infty} \alpha_{0, n}$.
(i) If $\sup \left|A_{n}(\alpha)-E\left(A_{n}(\alpha)\right)\right| \rightarrow 0 \quad$ a.s. as $n \rightarrow \infty$, then $\widehat{\alpha}_{n} \rightarrow \alpha_{0} \quad$ a.s. as $n \xrightarrow{\alpha \in \Theta} \infty$.
(ii) If for every $\alpha \in \Theta, A_{n}(\alpha)-E\left(A_{n}(\alpha)\right) \rightarrow 0$ a.s. as $n \rightarrow \infty$ and $A_{n}(\alpha)$ is stochastically equicontinuous, then $\widehat{\alpha}_{n} \rightarrow \alpha_{0}$ a.s. as $n \rightarrow \infty$.
Theorem 4 Under assumptions $\left(I_{1}\right)-\left(I_{4}\right)$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H} \mathscr{H}_{n}}\left|E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)-E\left(D_{n}(\boldsymbol{\beta})\right)\right|=0 \text { a.s. } \\
& \quad \text { and } \lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)\right|=0 \text { a.s. }
\end{aligned}
$$

Theorem 5 Under the assumptions of Theorem 4 and $\left(I_{5}\right), \boldsymbol{\beta}_{0, n}=\underset{\boldsymbol{\beta} \in \mathscr{B}}{\operatorname{Argmin}} E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)$. These two theorems together with Lemma 1 imply that $\widetilde{\boldsymbol{\beta}}_{n} \rightarrow \boldsymbol{\beta}_{0}$ a.s. as $n \rightarrow \infty$.

## 4 Asymptotic normality

We will denote the gradient and Hessian operators by $\nabla_{\beta}=\left(\partial / \partial \beta_{i}\right)_{i}$ and $\nabla_{\beta}^{2}=$ $\left(\partial^{2} / \partial \beta_{i} \partial \beta_{j}\right)_{i j}$, respectively, for $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\tau}, i, j=1, \ldots, p$. Let $S_{n}(\boldsymbol{\beta})=$ $-\nabla_{\boldsymbol{\beta}} D_{n}(\boldsymbol{\beta})$. Since $\widehat{\boldsymbol{\beta}}_{n}$ is a minimizer of $D_{n}(\boldsymbol{\beta})$, we have $S_{n}\left(\widehat{\boldsymbol{\beta}}_{n}\right)=0$. The gradient function is explicitly given as

$$
S_{n}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right] \varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right)
$$

Theorem 6 Putting $T_{n}(\boldsymbol{\beta})=n^{-1} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right] \varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)$, we have under assumptions ( $I_{1}$ ), ( $I_{2}$ )-(iii) and ( $I_{4}$ ) that

$$
\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}}\left|S_{n}(\boldsymbol{\beta})-T_{n}(\boldsymbol{\beta})\right|=0 \text { a.s. }
$$

This theorem implies that with probability $1, S_{n}(\boldsymbol{\beta})=T_{n}(\boldsymbol{\beta})+o(1)$. Then, performing the second-order Taylor expansion of $T_{n}(\boldsymbol{\beta})$ at the true parameter $\boldsymbol{\beta}_{0}$ gives

$$
T_{n}(\boldsymbol{\beta})=T_{n}\left(\boldsymbol{\beta}_{0}\right)+\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)+\frac{1}{2}\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\xi}^{2} T_{n}(\boldsymbol{\xi})\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right),
$$

where $\boldsymbol{\xi}=\lambda \boldsymbol{\beta}_{0}+(1-\lambda) \boldsymbol{\beta}$ for some $\lambda \in[0,1]$. Thus, with probability 1 ,

$$
S_{n}(\boldsymbol{\beta})=T_{n}\left(\boldsymbol{\beta}_{0}\right)+\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\boldsymbol{\beta}} T_{n}\left(\boldsymbol{\beta}_{0}\right)+\frac{1}{2}\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\boldsymbol{\beta}}^{2} T_{n}(\boldsymbol{\xi})\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)+o(1)
$$

From this, we have

$$
\begin{aligned}
0= & S_{n}\left(\widehat{\boldsymbol{\beta}}_{n}\right)=T_{n}\left(\boldsymbol{\beta}_{0}\right)+\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right) \cdot\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right) \\
& +\frac{1}{2}\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)^{\tau} \cdot \nabla_{\xi_{n}}^{2} T_{n}\left(\boldsymbol{\xi}_{n}\right) \cdot\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)+o(1),
\end{aligned}
$$

where $\boldsymbol{\xi}_{n}=\lambda \boldsymbol{\beta}_{0}+(1-\lambda) \widehat{\boldsymbol{\beta}}_{n}$. This implies that

$$
\left[\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)+\frac{1}{2}\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)^{\tau} \cdot \nabla_{\xi_{n}}^{2} T_{n}\left(\boldsymbol{\xi}_{n}\right)\right]\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)=-S_{n}\left(\boldsymbol{\beta}_{0}\right)+o(1)
$$

The asymptotic properties of the quantities in brackets above are established in the following theorem.

Theorem 7 Under assumptions $\left(I_{1}\right)-\left(I_{6}\right)$, the following hold:
(a) $\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)=\left.\nabla_{\boldsymbol{\beta}} T_{n}(\boldsymbol{\beta})\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \rightarrow \mathbf{W}$ a.s., where

$$
\begin{aligned}
\mathbf{W}= & -E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right)\right]^{\tau} f(\varepsilon) \varphi^{\prime}(F(\varepsilon))\right\} \\
& +E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}^{2}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi(F(\varepsilon))\right\},
\end{aligned}
$$

where

$$
\begin{gathered}
\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]=\left.\nabla_{\boldsymbol{\beta}}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right]\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \text { and } \\
\nabla_{\boldsymbol{\beta}_{0}}^{2}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]=\left.\nabla_{\boldsymbol{\beta}}^{2}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right]\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}}
\end{gathered}
$$

is a positive definite matrix,
(b) $\nabla_{\xi_{n}}^{2} T_{n}\left(\xi_{n}\right)=\left.\nabla_{\boldsymbol{\beta}}^{2} T_{n}(\boldsymbol{\beta})\right|_{\beta=\xi_{n}}$ is almost surely bounded.

As consequence to this theorem, we have with probability 1

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)=-\mathbf{W}^{-1} \sqrt{n} S_{n}\left(\boldsymbol{\beta}_{0}\right)+o(1) \tag{5}
\end{equation*}
$$

and thus, the asymptotic normality of the rank estimator is derived from that of $\sqrt{n} S_{n}\left(\boldsymbol{\beta}_{0}\right)$. Note that if we assume that $\varepsilon$ and $\mathbf{X}$ are independent, $\mathbf{W}$ can be expressed using the rank scale parameter as $\mathbf{W}=\gamma_{\varphi}^{-1} \Sigma$ similar to the linear model case, where

$$
\Sigma=E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau}\right\}
$$

$\gamma_{\varphi}^{-1}=\int_{0}^{1} \varphi(u) \varphi_{f}(u) \mathrm{d} u$, where $\varphi_{f}(u)=f^{\prime}\left(F^{-1}(u)\right) / f\left(F^{-1}(u)\right)$, with $f$ being the density of $\varepsilon\left(\boldsymbol{\beta}_{0}\right)$. The following two theorems give the asymptotic normality of $S_{n}\left(\boldsymbol{\beta}_{0}\right)$ and $\widehat{\boldsymbol{\beta}}_{n}$.

Theorem 8 Under assumptions $\left(I_{1}\right)-\left(I_{6}\right), \sqrt{n} S_{n}\left(\boldsymbol{\beta}_{0}\right) \xrightarrow{\mathscr{D}} N(\mathbf{0}, \Sigma)$ as $n \rightarrow \infty$.
Theorem 9 Under assumptions $\left(I_{1}\right)-\left(I_{6}\right), \sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right) \xrightarrow{\mathscr{D}} N\left(\mathbf{0}, \mathbf{W}^{-1} \Sigma \mathbf{W}^{-1}\right)$. If we restrict ourselves to the case where $\mathbf{X}$ and $\varepsilon$ are independent, $\mathbf{W}^{-1} \Sigma \mathbf{W}^{-1}=$ $\gamma_{\varphi}^{2} \Sigma^{-1}$.

The proof of Theorem 9 is directly obtained by combining Eq. (5) and Theorem 8.
Now, define $M_{n}(\boldsymbol{\beta})$ and $\widetilde{M}_{n}(\boldsymbol{\beta})$ by

$$
M_{n}(\boldsymbol{\beta})=\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau}\left[\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)\right]\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)-\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} S_{n}\left(\boldsymbol{\beta}_{0}\right)+D_{n}\left(\boldsymbol{\beta}_{0}\right)
$$

and

$$
\widetilde{M}_{n}(\boldsymbol{\beta})=\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau}\left[\nabla_{\boldsymbol{\beta}_{0}} \widetilde{T}_{n}\left(\boldsymbol{\beta}_{0}\right)\right]\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)-\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)+\widetilde{D}_{n}\left(\boldsymbol{\beta}_{0}\right),
$$

where $\widetilde{S}_{n}(\boldsymbol{\beta})=-\nabla \widetilde{D}_{n}(\boldsymbol{\beta})$. This provides the following result, known as the asymptotic quadraticity, proved by Jaeckel (1972). Let $\mathscr{B}_{n}:=\left\{\boldsymbol{\beta} \in \mathscr{B}:\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\| \leq c / \sqrt{n}\right\}$, for some positive constant $c$, by just taking $d_{n}=O(1 / \sqrt{n})$ in Lemma 3 .

Theorem 10 Under $\left(I_{1}\right)-\left(I_{6}\right), \forall \varepsilon>0$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{\beta_{0}}\left[\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}}\left|D_{n}(\boldsymbol{\beta})-M_{n}(\boldsymbol{\beta})\right|>\varepsilon\right]=0 \quad \text { a.s. } \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{\boldsymbol{\beta}_{0}}\left[\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-\widetilde{M}_{n}(\boldsymbol{\beta})\right|>\varepsilon\right]=0 \quad \text { a.s. } \tag{7}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|\tilde{M}_{n}(\boldsymbol{\beta})-M_{n}(\boldsymbol{\beta})\right|=0 \text {. a.s. } \tag{8}
\end{equation*}
$$

This theorem gives rise to the following lemma whose proof can be constructed by mimicking those given in Ichimura (1993) for the semiparametric least squares approach or in Delecroix et al. (2006) for $M$-estimation with some minor modifications. We only provide the proof of equation (9) in Appendix, and those of Eqs. (10) and (11) could obtained following similar arguments.

Lemma 2 Under $\left(I_{1}\right)-\left(I_{6}\right)$, and for any $\varepsilon>0$, the following results are obtained in a straight forward manner:

$$
\begin{gather*}
\lim _{n \rightarrow \infty} P\left[\left\|\sqrt{n}\left(S_{n}\left(\boldsymbol{\beta}_{0}\right)-\widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)\right)\right\|>\varepsilon\right]=0  \tag{9}\\
\lim _{n \rightarrow \infty} P\left\{\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left\|\nabla_{\boldsymbol{\beta}} T_{n}(\boldsymbol{\beta})-\nabla_{\boldsymbol{\beta}} \widetilde{T}_{n}(\boldsymbol{\beta})\right\|>\varepsilon\right\}=0, \tag{10}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left\|\nabla_{\boldsymbol{\beta}}^{2} T_{n}(\boldsymbol{\beta})-\nabla_{\boldsymbol{\beta}}^{2} \widetilde{T}_{n}(\boldsymbol{\beta})\right\|>\varepsilon\right\}=0 \quad \text { a.s. } \tag{11}
\end{equation*}
$$

Remark 3 Using a similar argument to the Taylor expansion that leads to Eq. (5), one can easily show that

$$
\begin{equation*}
\sqrt{n}\left(\widetilde{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)=-\widetilde{\mathbf{W}}_{n}^{-1} \sqrt{n} \widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)+o_{p}(1) \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
\widetilde{\mathbf{W}}_{n}=- & -\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left(\hat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(\hat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau} f_{v}\left(v_{i n}\left(\boldsymbol{\beta}_{0}\right)\right) \\
& \varphi^{\prime}\left(F_{\nu}\left(v_{i n}\left(\boldsymbol{\beta}_{0}\right)\right)\right)+\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}^{2}\left[\hat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi\left(F_{v}\left(v_{i n}\left(\boldsymbol{\beta}_{0}\right)\right)\right)
\end{aligned}
$$

with $F_{v}$ being the cumulative distribution function of $v_{i n}\left(\boldsymbol{\beta}_{0}\right)$, and $f_{v}$ the corresponding density. Also, from Eq. (10) and Theorem 7(a), and applying the dominated convergence theorem, we get for any $\varepsilon>0$ and $h \in \mathscr{H}_{n}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{\boldsymbol{\beta}_{0}}\left\{\left\|\widetilde{\mathbf{W}}_{n}-\mathbf{W}\right\|>\varepsilon\right\}=0 \tag{13}
\end{equation*}
$$

This result is not surprising as it is also obtained by Newey (2004) who considered a generalized methods of moments (GMM) estimator and pointed out that the estimator obtained based on $\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}(t)$ has the same asymptotic covariance matrix as the one based
on $g_{\boldsymbol{\beta}_{0}}(t), t \in \mathscr{A}_{0}$. Thus, both $\widehat{\boldsymbol{\beta}}_{n}$ and $\widetilde{\boldsymbol{\beta}}_{n}$ have similar asymptotic relative efficiency. For small sample sizes, however, one would expect $\widehat{\boldsymbol{\beta}}_{n}$ to be more efficient if $g_{\boldsymbol{\beta}_{0}}(\cdot)$ was assumed to be known, as the estimation of $g_{\boldsymbol{\beta}_{0}}(\cdot)$ might introduce some loss in efficiency.

Theorem 11 Under assumptions $\left(I_{1}\right)-\left(I_{6}\right), \sqrt{n}\left(\widetilde{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right) \xrightarrow{\mathscr{D}} N\left(\mathbf{0}, \mathbf{W}^{-1} \Sigma \mathbf{W}^{-1}\right)$. Again, if we restrict ourselves to the case where $\mathbf{X}$ and $\varepsilon$ are independent, $\mathbf{W}^{-1} \Sigma \mathbf{W}^{-1}=\gamma_{\varphi}^{2} \Sigma^{-1}$.

Theorems 9 and 11 show that $\widetilde{\boldsymbol{\beta}}_{n}$ and $\widehat{\boldsymbol{\beta}}_{n}$ have the same asymptotic distribution.

## 5 Simulation and real data studies

### 5.1 Simulation

To illustrate the performance of the proposed method, a simulation study is conducted using the R software environment ( R Development Core Team 2009). Three scenarios are considered:
Scenario 1: To demonstrate the robustness of the proposed procedure independent of the choice of the link function $g_{\boldsymbol{\beta}}(\cdot)$, the response variable is generated according to Eq. (1) with a variety of link functions, $g_{\boldsymbol{\beta}}(t)$, and different distributions for the model errors $(\varepsilon)$. The error distributions studied are the contaminated normal distribution $\mathscr{C} \mathscr{N}(\varepsilon)=(1-\varepsilon) N(0,1)+\varepsilon N\left(0,2^{2}\right)$ with different rates of contamination $\varepsilon=$ $0,0.01,0.05,0.1,0.15,0.25$, the $t$ and Chi-square distributions with different degrees of freedom ( $d f=5,15,25,35,45$ ), and the Laplace distribution with different sample sizes ( $n=15,35,55,75,95,115$ ). Except for the Laplace distribution case that has different sample sizes, the sample size considered is $n=50$. The link functions used in the simulation are the identity link function defined by $g_{\boldsymbol{\beta}}(t)=t$, the inverse link function defined by $g_{\boldsymbol{\beta}}(t)=1 / t$, the logistic link function defined by $g_{\boldsymbol{\beta}}(t)=e^{t} /(1+$ $e^{t}$ ), and the sine link function $g_{\boldsymbol{\beta}}(t)=\left(\sin \left(2 \pi t^{2}\right)\right)^{1 / 3}$ with $t=\mathbf{x}^{\tau} \boldsymbol{\beta}=\mathrm{x}_{1} \beta_{0}+\mathrm{x}_{2} \beta_{1}$ where the true $\boldsymbol{\beta}$ is set at $\boldsymbol{\beta}_{0}=(1, \sqrt{1 / 3})^{\tau}, \mathbf{x}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$, with $\mathrm{x}_{i} \sim U_{(1,2)}$, for $i=1$, 2 .
Scenario 2: We considered the same error distributions as in Scenario 1 but with an increased sample of $n=200$, for the $\mathscr{C} \mathscr{N}(\varepsilon), t$ and $\chi^{2}$ distributions, and $n=$ $250,350,450$, for the Laplace distribution. Also, $t=\mathbf{x}^{\tau} \boldsymbol{\beta}=\mathrm{x}_{1} \beta_{0}+\mathrm{x}_{2} \beta_{1}+\beta_{3} \mathrm{x}_{3}+$ $\beta_{4} \mathrm{x}_{4}$ where the true $\boldsymbol{\beta}$ is set at $\boldsymbol{\beta}_{0}=(1, \sqrt{3} / 3,0,0)$ and $\mathbf{x}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}, \mathrm{x}_{4}\right)$, with $\mathrm{x}_{i} \sim U_{(1,2)}$ for $i=1,2$ and $\mathrm{x}_{i} \sim U_{(2,5)}$, for $i=3,4$.
Scenario 3: We considered the same model error distributions as in Scenario 1 but we set the link function as $g_{\boldsymbol{\beta}}(t)=\sin (\pi(t-a) /(c-a))$, where $a=\sqrt{3} / 2-1.645 / \sqrt{12}$, $c=\sqrt{3} / 2+1.645 / \sqrt{12} . t=\mathbf{x}^{\tau} \boldsymbol{\beta}=\beta_{1} \mathrm{x}_{1}+\beta_{2} \mathrm{x}_{2}+\beta_{3} \mathrm{x}_{3}$, where the true $\boldsymbol{\beta}$ is set at $\boldsymbol{\beta}_{0}=(1, \sqrt{3} / 3, \sqrt{3} / 3)^{\tau}$ for the true parameter, and $\mathbf{x}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)$ a matrix formed by the column vectors. To evaluate the performance of the procedures in the presence of categorical predictors, we took $\mathrm{x}_{1} \sim U_{(0,1)}, \mathrm{x}_{2} \sim \operatorname{Binomial}(n, 0.4)$ and $\mathrm{x}_{3} \sim \operatorname{Binomial}(n, 0.7)$ with $n=100$. The model is the same as the one used in (Liu et al. 2013), with the exception of the manner in which predictors are generated.

Table 1 Relative efficiencies (REs) of the rank estimator of $\boldsymbol{\beta}_{0}=(1, \sqrt{3} / 3)$ against the proportion of contamination $(\varepsilon)$ for the contaminated normal distribution, against the sample sizes $(n)$ for the Laplace distribution, and against the degrees of freedom ( $\mathrm{d} f$ ) for the $t$ and the Chi-square distributions


In all three scenarios, the regression estimates were obtained using the nonlinear minimization routine implemented in the function optim contained in the "stats" package of R, where the score function in (2) was set to be the Wilcoxon defined as $\varphi(u)=\sqrt{12}(u-0.5)$, and the kernel in (3) was taken to be the Epanechnikov kernel $K(u)=0.75\left(1-u^{2}\right) I(|u| \leq 1)$. Also the nonparametric estimator of $g_{\boldsymbol{\beta}}(\cdot)$ was obtained using the "npksum" function in the "np" package of R. As this estimation involves a bandwidth selection, we considered a joint minimization of $\widetilde{D}_{n}(\beta, h)$ with the starting value of $h \in\left\{h: c_{1} n^{-\alpha_{1}}<h<c_{2} n^{-\alpha_{2}}\right\}$, for some $c_{1}, c_{2}>0,1 / 8<$ $\alpha_{1}<\alpha_{2}<1 / 4$.

From 1000 simulations, relative efficiencies (REs) of the rank estimator with respect to the SLS estimator were calculated by taking the ratio of the mean squared error of the SLS estimates to that of the rank estimates. These are displayed in Tables 1, 2 and Fig. 1. While the threshold set at 1 represents equal performance for the two estimators, the dashed line below 1 set at $3 / \pi \approx 0.95$ is the theoretical asymptotic
Table 2 Relative efficiencies (REs) of the rank estimator of $\boldsymbol{\beta}_{0}=(1, \sqrt{3} / 3,0,0)$ against the proportion of contamination ( $\varepsilon$ ) for the contaminated normal distribution, against the sample sizes $(n)$ for the Laplace distribution and against the degrees of freedom $(d f)$ for the $t$ and the Chi-square distributions

|  | $n$ | $\varepsilon$ | $d f$ | $\begin{aligned} & g_{\boldsymbol{\beta}}(t)=t \\ & \boldsymbol{\beta}_{0} \end{aligned}$ |  |  |  | $\begin{aligned} & g_{\boldsymbol{\beta}}(t)=e^{t} /\left(1+e^{t}\right) \\ & \boldsymbol{\beta}_{0} \end{aligned}$ |  |  |  | $\begin{aligned} & g_{\boldsymbol{\beta}}^{\boldsymbol{\beta}} \end{aligned}{ }^{(t)=1 / t}$ |  |  |  | $\begin{aligned} & g_{\boldsymbol{\beta}}(t)=\left(\sin \left(2 \pi t^{2}\right)\right)^{1 / 3} \\ & \boldsymbol{\beta}_{0} \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathscr{C} \mathscr{N}(\varepsilon)$ | 200 | 0.00 |  | 1.021 | 0.977 | 1.043 | 0.986 | 1.051 | 1.052 | 1.145 | 1.178 | 1.082 | 1.040 | 1.121 | 1.113 | 1.010 | 0.987 | 1.094 | 1.016 |
|  |  | 0.01 |  | 1.075 | 1.020 | 1.066 | 0.993 | 1.131 | 1.107 | 1.159 | 1.182 | 1.129 | 1.076 | 1.130 | 1.151 | 1.022 | 0.999 | 1.208 | 1.083 |
|  |  | 0.05 |  | 1.119 | 1.034 | 1.069 | 1.174 | 1.153 | 1.107 | 1.171 | 1.230 | 1.130 | 1.089 | 1.162 | 1.178 | 1.023 | 1.005 | 1.271 | 1.086 |
|  |  | 0.10 |  | 1.148 | 1.071 | 1.123 | 1.177 | 1.240 | 1.111 | 1.184 | 1.243 | 1.166 | 1.119 | 1.191 | 1.239 | 1.030 | 1.010 | 1.309 | 1.169 |
|  |  | 0.15 |  | 1.167 | 1.097 | 1.314 | 1.178 | 1.246 | 1.128 | 1.196 | 1.246 | 1.246 | 1.121 | 1.217 | 1.257 | 1.032 | 1.028 | 1.319 | 1.172 |
|  |  | 0.25 |  | 1.291 | 1.146 | 1.457 | 1.341 | 1.327 | 1.149 | 1.234 | 1.249 | 1.285 | 1.125 | 1.318 | 1.289 | 1.050 | 1.032 | 1.610 | 1.287 |
| $t_{d f}$ | 200 |  | 5 | 1.193 | 1.138 | 1.299 | 1.422 | 1.153 | 1.130 | 1.286 | 1.192 | 1.388 | 1.104 | 1.263 | 1.213 | 1.081 | 1.049 | 1.914 | 1.798 |
|  |  |  | 15 | 1.087 | 1.034 | 1.098 | 1.253 | 1.153 | 1.125 | 1.196 | 1.180 | 1.105 | 1.094 | 1.193 | 1.179 | 1.065 | 1.041 | 1.793 | 1.715 |
|  |  |  | 25 | 1.029 | 1.003 | 1.070 | 1.046 | 1.144 | 1.104 | 1.183 | 1.180 | 1.079 | 1.081 | 1.178 | 1.140 | 1.050 | 1.035 | 1.773 | 1.578 |
|  |  |  | 35 | 0.988 | 0.998 | 1.063 | 1.039 | 1.123 | 1.101 | 1.180 | 1.167 | 1.058 | 1.058 | 1.165 | 1.131 | 1.042 | 1.025 | 1.720 | 1.486 |
|  |  |  | 45 | 0.978 | 0.989 | 1.019 | 1.026 | 1.118 | 1.092 | 1.171 | 1.157 | 1.028 | 1.058 | 1.151 | 1.103 | 1.033 | 1.007 | 1.704 | 1.425 |
| $\chi_{d f}^{2}$ | 200 |  | 5 | 1.399 | 1.099 | 1.160 | 1.210 | 1.256 | 1.102 | 1.175 | 1.116 | 1.332 | 1.120 | 1.109 | 1.099 | 1.075 | 1.033 | 1.438 | 2.249 |
|  |  |  | 15 | 1.221 | 1.067 | 1.033 | 1.069 | 1.219 | 1.099 | 1.040 | 1.005 | 1.198 | 1.102 | 1.025 | 1.086 | 1.065 | 1.026 | 1.129 | 1.840 |
|  |  |  | 25 | 1.208 | 1.056 | 1.020 | 1.018 | 1.210 | 1.071 | 1.022 | 0.997 | 1.182 | 1.074 | 1.009 | 1.023 | 1.062 | 1.020 | 1.090 | 1.788 |
|  |  |  | 35 | 1.192 | 1.050 | 1.000 | 1.002 | 1.204 | 1.060 | 0.999 | 0.982 | 1.162 | 1.056 | 1.009 | 0.996 | 1.059 | 1.007 | 1.074 | 1.768 |
|  |  |  | 45 | 1.166 | 1.035 | 0.965 | 0.996 | 1.198 | 1.039 | 0.979 | 0.972 | 1.158 | 1.043 | 0.975 | 0.990 | 1.053 | 0.986 | 1.043 | 1.659 |
| Laplace | 250 |  |  | 1.592 | 1.280 | 1.807 | 1.741 | 1.265 | 1.094 | 1.244 | 1.236 | 1.359 | 1.132 | 1.269 | 1.228 | 1.049 | 1.041 | 1.604 | 1.478 |
|  | 350 |  |  | 1.606 | 1.371 | 1.905 | 1.787 | 1.308 | 1.096 | 1.275 | 1.311 | 1.433 | 1.135 | 1.289 | 1.305 | 1.067 | 1.050 | 2.240 | 2.249 |
|  | 450 |  |  | 1.704 | 1.375 | 1.964 | 1.790 | 1.344 | 1.170 | 1.284 | 1.316 | 1.442 | 1.169 | 1.399 | 1.363 | 1.072 | 1.064 | 3.693 | 3.895 |






| $\circ$ beta01 | $\Delta$ beta02 | + beta03 |
| :--- | :--- | :--- | :--- |

Fig. 1 Relative efficiencies (REs) of the rank estimators of the three true parameters against the proportion of contamination for the contaminated normal distribution, against the sample sizes for the Laplace distribution, and against the degrees of freedom for the $t$ and the Chi-square distributions
relative efficiency (ARE) at the standard normal distribution. This is also the theoretical ARE for $t$ and Chi-square distributions as $d f \rightarrow \infty$. For the Laplace distribution, the theoretical ARE is 1.57.

Tables 1 and 2 clearly show that the rank estimator is generally more efficient than the SLS estimator. As expected, the REs increase as the rate of contamination increases for the $\mathscr{C} \mathscr{N}(\varepsilon)$ distribution case while they decrease as $d f$ increases for the $t$ and Chi-square distribution cases. For the $\mathscr{C} \mathscr{N}$ case with $\varepsilon=0$ (the standard normal distribution), the RE is close to the ARE of 0.95 as expected. The same is true for increasing $d f$ of $t$ and Chi-square distributions. For the Laplace distribution, the REs increase as the sample size $(n)$ increases approaching the theoretical ARE of 1.57. One also notes that the four considered link functions perform similarly, in line with our stipulation above that the efficiency comparison would be independent of the choice of link function.

Figure 1 displays REs of the rank estimator with respect to the SLS estimator under Scenario 3. Our observations remain the same as in Scenarios 1 and 2.

### 5.2 Real data example

We considered the county demographic information (CDI) data from the Geospatial and Statistical Data Center of the University of Virginia provided in Kutner et al. (2004). The data consist of information on 440 of the most populous counties in the USA pertaining to the years 1990 and 1992. We considered the response $Y$ to be the logarithm of the number of active physicians and the predictors to be the total population, total personal income, percent of population over 65 , number of hospital beds, land area and total number of serious crimes. Los Angeles County, CA, and Cook County, IL, represented obvious outliers in the $Y$ direction with disproportionately high number of physicians. The predictor matrix was centered and scaled to have


Fig. 2 Residual plots for the original CDI data


Fig. 3 Residual plots for the CDI data with outliers removed
mean zero and variance 1 . We first fitted linear regression models using least squares (lm in R ) and Wilcoxon rank regression (Rfit in R ) including all the data. We also fitted both the semiparametric least squares and rank single index models for the data. This process was repeated after removing the two outliers. Residual plots from these fits are given in Figs. 2 and 3, where the top panels represent least squares and rank linear regression residual plots while the bottom panes give the semiparametric least squares and rank single index residual plots.


Fig. 4 Cross-validation results for the CDI data with and without outliers

Table 3 Mean prediction error, median prediction error and the correction between $Y$ and $\widehat{Y}$ from the 500 replications

|  | Mean prediction error | Median prediction error | Correlation coefficient |
| :--- | :--- | :--- | :--- |
| SLS-outlier | 0.310 | 0.290 | 0.869 |
| Rank-SIM outlier | 0.184 | 0.180 | 0.926 |
| SLS-clean | 0.128 | 0.125 | 0.946 |
| Rank-SIM clean | 0.127 | 0.124 | 0.947 |

The top panels of Figs. 2 and 3 clearly indicate that a linear model fit is not adequate. The appropriate model appears to be nonlinear. The bottom panels of the figures show that the residuals from the single index models have no nonlinearity indicating that the models capture the underlying nonlinear pattern of relationship between $Y$ and the predictors. Thus, single index models clearly provide a superior analysis approach for these data compared to linear models.

To evaluate the predictive performance of these single index models, we performed a cross-validation study. The data were randomly split into 10 parts. Nine are used as training set to fit the model while one was used as the testing set. We performed 500 replications and calculated the mean square prediction error by computing mean $(Y-$ $\widehat{Y})^{2}$ and median $(Y-\widehat{Y})^{2}$ on the testing set. We also computed a simple Pearson correlation of $Y$ and $\widehat{Y}$ on the testing set to evaluate the linearity of the fit. The results are displayed in Fig. 4 and Table 3.

For the original data, the semiparametric least squares fit single index model gave higher prediction error and correspondingly lower correlation between true and predicted responses compared to the rank fit single index model. This indicates that the existence of outliers reduces the ability of the semiparametric least squares procedure to capture the correct underlying functional relationship. On the other hand, both the semiparametric least squares and rank single index fits provided low prediction errors in the absence of gross outliers. From the high correlation between the predicted and true responses, we can infer that they also capture the functional relationship effectively when the obvious outliers are removed from the data. The change in fit was much more pronounced for the semiparametric least squares fit indicating its sensitivity to outlying observations. These same observations are made considering the results in Table 3, as it is observed that in the presence of outliers (SLS-Outlier, Rank-SIM Out-
lier) in the response space, the SLS provides higher average (median) prediction error compared to rank-based approach, which confirm the robustness of the rank-based estimator when dealing with outliers in the response space. For the same scenario, based on the estimated correlation coefficients, the rank-based provides a better fit than the SLS. However, the two approaches show similar performance, once the outliers are removed (SLS-Clean, Rank-SIM Clean).

## Conclusion

The rank regression procedure proposed in this paper provides a robust and efficient alternative to the least squares method for the fitting of single index models. One should note, however, that robustness is only in the direction of the response. As in least squares case, high-leverage points would still unduly affect the performance of the proposed method. For studies with data containing high-leverage points, one may consider weighted versions of the rank objective function such as the GR weighted Wilcoxon (Naranjo and Hettmansperger 1994), HBR weighted Wilcoxon (Chang et al. 1999; Abebe and McKean 2013) or the general weighted signed-rank (Bindele and Abebe 2012).

## Appendix

This appendix contains proofs of the theoretical main results together with a key Lemma due to Delecroix et al. (2006) that ensures the uniform strong consistency of the leave-one-out Nadaraya-Watson estimator. For details regarding the proof of this lemma, readers are referred to the aforementioned paper.

Lemma 3 Let $\mathscr{B}_{n}=:\left\{\boldsymbol{\beta}:\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\| \leq d_{n}\right\}$, where $d_{n}$ is some sequence decreasing to zero. Then,
(a) if $\delta>0$, we have,

$$
\sup _{\beta \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|I_{\left\{\mathbf{x}: \widehat{\mu}_{\beta, h}^{i}\left(\mathbf{x}^{\tau} \boldsymbol{\beta}\right) \geq c\right\}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right| \leq I_{\Gamma^{\delta}}\left(\mathbf{X}_{i}\right)+I_{(\delta, \infty)}\left(Z_{n}\right),
$$

where $\Gamma^{\delta}=\left\{\mathbf{x}:\left|\mu_{\boldsymbol{\beta}_{0}, h}\left(\mathbf{x}^{\tau} \boldsymbol{\beta}_{0}\right)-c\right| \leq \delta\right\}$ and

$$
Z_{n}=\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|\widehat{\mu}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-\mu_{\boldsymbol{\beta}_{0}, h}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right| .
$$

(b) Assume $d_{n}=o(1 / \sqrt{n})$, and there exists a sequence $\delta_{n} \rightarrow 0$ such that $\delta_{n} / n^{-a \varepsilon} \rightarrow$ $\infty$ and $\delta_{n}\left[d_{n} \sqrt{n}\right]^{-a \varepsilon} \rightarrow \infty$, for some $a>0$, then $I_{\left(\delta_{n}, \infty\right)}\left(Z_{n}\right)=o_{p}\left(n^{-\alpha}\right)$, for all $\alpha>0$. Moreover, together with assumptions $\left(I_{2}\right)-\left(I_{4}\right)$, assuming that $E\left(|Y|^{2}\right)<\infty$, we have

$$
\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}}^{n}, ~\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i} \boldsymbol{\beta}\right)\right| I_{\Gamma}\left(\mathbf{X}_{i}\right) \rightarrow 0 \quad \text { a.s. as } n \rightarrow \infty,
$$

and

$$
\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\nabla_{\boldsymbol{\beta}}\left[\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i} \boldsymbol{\beta}\right)\right]-\nabla_{\boldsymbol{\beta}}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i} \boldsymbol{\beta}\right)\right]\right| I_{\Gamma}\left(\mathbf{X}_{i}\right) \rightarrow 0 \text { a.s. as } n \rightarrow \infty .
$$

Proof of Lemma 1 (i) By definition, we have $A_{n}\left(\hat{\alpha}_{n}\right) \leq A_{n}\left(\alpha_{0, n}\right)$ and $E\left(A_{n}\left(\alpha_{0, n}\right)\right) \leq$ $E\left(A_{n}\left(\hat{\alpha}_{n}\right)\right)$. These inequalities give $A_{n}\left(\hat{\alpha}_{n}\right)-E\left(A_{n}\left(\hat{\alpha}_{n}\right)\right) \leq A_{n}\left(\hat{\alpha}_{n}\right)-E\left(A_{n}\left(\alpha_{0, n}\right)\right) \leq$ $A_{n}\left(\alpha_{0, n}\right)-E\left(A_{n}\left(\alpha_{0, n}\right)\right)$. Thus,

$$
\begin{aligned}
\left|A_{n}\left(\hat{\alpha}_{n}\right)-E\left(A_{n}\left(\alpha_{0, n}\right)\right)\right| & \leq \max \left\{\left|A_{n}\left(\hat{\alpha}_{n}\right)-E\left(A_{n}\left(\hat{\alpha}_{n}\right)\right)\right|,\left|A_{n}\left(\alpha_{0, n}\right)-E\left(A_{n}\left(\alpha_{0, n}\right)\right)\right|\right\} \\
& \leq \sup _{\alpha \in \Theta}\left|A_{n}(\alpha)-E\left(A_{n}(\alpha)\right)\right| .
\end{aligned}
$$

Since $\alpha_{0, n}$ is unique for any fixed $n, \alpha_{0, n} \rightarrow \alpha_{0}$ and $\sup _{\alpha \in \Theta}\left|A_{n}(\alpha)-E\left(A_{n}(\alpha)\right)\right| \rightarrow 0$ a.s. as $n \rightarrow \infty$, we have $\hat{\alpha}_{n} \rightarrow \alpha_{0}$ a.s. as $n \rightarrow \infty$.

Proof of Lemma 2 We provide the proof of equation (9) and those of Eqs. (10) and (11) could be obtained using similar arguments. By Chebyshev's inequality, we have, for any $\varepsilon>0$,

$$
P_{\boldsymbol{\beta}_{0}}\left(\sqrt{n}\left\|\widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)-S_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|>\varepsilon\right) \leq \frac{1}{\varepsilon^{2}} E\left\{n\left\|\widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)-S_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|^{2}\right\} .
$$

Setting $a_{n i}\left(\boldsymbol{\beta}_{0}\right)=R\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right) /(n+1), b_{n i}\left(\boldsymbol{\beta}_{0}\right)=R\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right) /(n+1)$, let us introduce the following notation: $\psi_{i}\left(\boldsymbol{\beta}_{0}\right)=\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)-\varphi\left(b_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)$ and $U_{i}\left(\boldsymbol{\beta}_{0}\right)=$ $I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]-I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]$.

$$
\begin{aligned}
E\{ & \left\{\left\|\widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)-S_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|^{2}\right\} \\
= & \frac{1}{n \varepsilon^{2}} E\left[\left(\sum _ { i = 1 } ^ { n } \left\{I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[\hat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi\left(a_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right.\right.\right. \\
& \left.\left.\left.-I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi\left(b_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right\}\right)^{2}\right] \\
= & \frac{1}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{i=1}^{n} U_{i}^{2}\left(\boldsymbol{\beta}_{0}\right) \varphi^{2}\left(a_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right] \\
& +\frac{1}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{i=1}^{n}\left\{\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\right\}^{2} \psi_{i}^{2}\left(\boldsymbol{\beta}_{0}\right)\right] \\
& +\frac{2}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{i<j}^{n}\left\{\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi\left(a_{n j}\left(\boldsymbol{\beta}_{0}\right)\right)\right\} U_{i}\left(\boldsymbol{\beta}_{0}\right) \psi_{j}\left(\boldsymbol{\beta}_{0}\right)\right] \\
= & J_{1 n}+J_{2 n}+J_{3 n} .
\end{aligned}
$$

We now show that $J_{i n} \rightarrow 0$ as $n \rightarrow \infty$, for $i=1,2,3$. Indeed, from the boundedness of $\varphi$, there exists a positive constant $L$ such that $|\varphi(u)| \leq L$, for all $u \in(0,1)$. Also

$$
\begin{aligned}
\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right| \leq & \left|\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)-\varphi\left(F_{\nu}\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)\right| \\
& +\left|\varphi\left(F_{\nu}\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)-\varphi\left(F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)\right|+\left|\varphi\left(F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)-\varphi\left(b_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right| .
\end{aligned}
$$

For $i=1, \ldots, n, F_{v}\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)$ and $F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)$ are independent uniformly distributed in $(0,1)$ random variables. Following Chapter 6 of Hájek et al. (1999), it is obtained that $v_{n i}\left(\boldsymbol{\beta}_{0}\right)-F_{v}\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right) \rightarrow 0$ a.s. and $b_{n i}\left(\boldsymbol{\beta}_{0}\right)-F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right) \rightarrow 0$ a.s., for each $i$. Thus, by continuity of $\varphi$ and by Lemma 3, we have $\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)-\varphi\left(F_{\nu}\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right) \rightarrow 0$ a.s. and $\varphi\left(F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)-\varphi\left(b_{n i}\left(\boldsymbol{\beta}_{0}\right)\right) \rightarrow 0$ a.s., for each $i$. Also, by Lemma 3, we have $v_{n i}\left(\boldsymbol{\beta}_{0}\right)-z_{i}\left(\boldsymbol{\beta}_{0}\right) \rightarrow 0$ a.s., from which by the continuity of the probability measure and the continuity of $\varphi$, we have $\varphi\left(F_{\nu}\left(v_{n i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)-\varphi\left(F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right) \rightarrow 0$ a.s., for each $i$. On the other hand,

$$
\begin{aligned}
\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\| \leq & \left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right| \| \nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\|+\| \nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\right. \\
& -\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \| I_{\Gamma}\left(\mathbf{X}_{i}\right) .
\end{aligned}
$$

For $\mathbf{X}_{i} \in \Gamma$ and for all $\varepsilon>0$, there exists $N>0$ such that for all $n \geq N$,

$$
\| \nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\|<\| \nabla_{\boldsymbol{\beta}_{0}}\left[g\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \|+\varepsilon \leq J\left(\mathbf{X}_{i}\right)+\varepsilon\right.
$$

$\varepsilon$ being arbitrary, letting $\varepsilon \rightarrow 0$, we have $\| \nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right) \| \leq J\left(\mathbf{X}_{i}\right)<\infty\right.$ a.s., as $J$ is integrable. Thus, by Lemma 3, $\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right| \| \nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right) \| \rightarrow 0\right.$ a.s. and $\left\|\nabla_{\boldsymbol{\beta}_{0}}\left[\widehat{g}_{\boldsymbol{\beta}_{0}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]-\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\right\| I_{\Gamma}\left(\mathbf{X}_{i}\right) \rightarrow 0$ a.s., for all $i$. Therefore, $\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\| \rightarrow 0$ a.s., for all $i$. Then

$$
\left\|J_{1 n}\right\| \leq \frac{L^{2}}{\varepsilon^{2}} E\left(\max _{1 \leq i \leq n}\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\|^{2}\right) \rightarrow 0 \text { a.s. }
$$

by applying the dominated convergence theorem together with Lemma 3. Next, using Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left\|J_{2 n}\right\| & \leq \frac{1}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|^{2}\right] \\
& \leq \frac{1}{\varepsilon^{2}} E\left[\left(\frac{1}{n} \sum_{i=1}^{n} J^{4}\left(\mathbf{X}_{i}\right)\right)^{1 / 2}\left(\max _{1 \leq i \leq n}\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|^{4}\right)^{1 / 2}\right]
\end{aligned}
$$

By the strong law of large numbers (SLLN), $n^{-1} \sum_{i=1}^{n} J^{4}\left(\mathbf{X}_{i}\right) \rightarrow E\left\{J^{4}(\mathbf{X})\right\}<$ $\infty$ a.s. Also, from the above discussion, $\max _{1 \leq i \leq n}\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|^{4} \rightarrow 0$ a.s. Thus, applying the dominated convergence theorem once again, we have $J_{2 n} \rightarrow 0$ a.s. Moreover,
using the simple inequality $a b \leq\left(a^{2}+b^{2}\right) / 2$ together with Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left\|J_{3 n}\right\| \leq & \frac{2 L}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{i<j}^{n} J\left(\mathbf{X}_{i}\right)\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\|\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|\right] \\
\leq & \frac{L}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\|^{2}\right]+\frac{L}{\varepsilon^{2}} E\left[\frac{1}{n} \sum_{j=1}^{n}\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|^{2}\right] \\
\leq & \frac{L}{\varepsilon^{2}} E\left[\left(\frac{1}{n} \sum_{i=1}^{n} J^{4}\left(\mathbf{X}_{i}\right)\right)^{1 / 2}\left(\max _{1 \leq i \leq n}\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\|^{4}\right)^{1 / 2}\right] \\
& +\frac{L}{\varepsilon^{2}} E\left[\max _{1 \leq j \leq n}\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|^{2}\right] .
\end{aligned}
$$

By Lemma 3, $\max _{1 \leq i \leq n}\left\|U_{i}\left(\boldsymbol{\beta}_{0}\right)\right\|^{4} \rightarrow 0$ a.s., and again, by the SLLN, $\frac{1}{n} \sum_{i=1}^{n} J^{4}\left(\mathbf{X}_{i}\right)$ converges almost surely to $E\left\{J^{4}(\mathbf{X})\right\}<\infty$. Also, as before, $\max _{1 \leq i \leq n}\left|\psi_{i}\left(\boldsymbol{\beta}_{0}\right)\right|^{2} \rightarrow 0$ a.s. To this end, once again, a direct application of the dominated convergence theorem gives $J_{3 n} \rightarrow 0$ a.s. and consequently, $\lim _{n \rightarrow \infty} P_{\boldsymbol{\beta}_{0}}\left(\sqrt{n}\left\|\widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)-S_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|>\varepsilon\right)=0$.
Proof of Theorem 1 In this proof, we take $L$ to be an arbitrary positive constant not necessarily the same, and as in the proof of Lemma 2 , set $b_{n i}(\boldsymbol{\beta})=R\left(v_{n i}(\boldsymbol{\beta})\right) /(n+1)$ and $a_{n i}(\boldsymbol{\beta})=R\left(z_{i}(\boldsymbol{\beta})\right) /(n+1)$. By definition of $\widetilde{D}_{n}(\boldsymbol{\beta})$ and $D_{n}(\boldsymbol{\beta})$, we have

$$
\begin{align*}
\widetilde{D}_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})= & \frac{1}{n} \sum_{i=1}^{n}\left[I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right] \varphi\left(b_{n i}(\boldsymbol{\beta})\right) v_{n i}(\boldsymbol{\beta})  \tag{14}\\
& +\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(b_{n i}(\boldsymbol{\beta})\right) v_{n i}(\boldsymbol{\beta})-\varphi\left(a_{n i}(\boldsymbol{\beta})\right) z_{i}(\boldsymbol{\beta})\right] .
\end{align*}
$$

Considering the first term to the right-hand side of Eq. (14), we have

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n}\left[I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right] \varphi\left(b_{n i}(\boldsymbol{\beta})\right) v_{n i}(\boldsymbol{\beta})\right| \\
& \quad \leq \frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|\varphi\left(b_{n i}(\boldsymbol{\beta})\right)\right|\left|v_{n i}(\boldsymbol{\beta})\right| \\
& \quad \leq \frac{L}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|v_{n i}(\boldsymbol{\beta})\right| \\
& \quad \leq \frac{L}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|Y_{i}\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{L}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|\hat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right| \\
& +\frac{L}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right|,
\end{aligned}
$$

where $L$ is the bound of $\varphi$, as $\varphi$ is assumed bounded by assumption $\left(I_{1}\right)$. By CauchySchwarz inequality, we have
$\frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|Y_{i}\right| \leq\left(\frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}\right|^{2}\right)^{1 / 2}$.
The strong law of large numbers gives $n^{-1} \sum_{i=1}^{n}\left|Y_{i}\right|^{2} \rightarrow E\left[|Y|^{2}\right]<\infty$ a.s. On the other hand, we have,

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2} \leq & \max _{1 \leq i \leq n} \sup _{h \in \mathscr{H}_{n}}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2} \\
\leq & \max _{1 \leq i \leq n} \sup _{\beta \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|I_{\left\{\mathbf{x}: \widehat{\mu}_{\beta, h}^{i}\left(\mathbf{x}^{\tau} \boldsymbol{\beta}\right) \geq c\right\}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2} \\
& \rightarrow 0 \text { a.s., }
\end{aligned}
$$

as $n \rightarrow \infty$, by Lemma 3. Similarly,

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right| \\
& \quad \leq\left(\frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n}\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right|^{2} I_{\Gamma}\left(\mathbf{X}_{i}\right)\right)^{1 / 2} \\
& \quad \leq\left(\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2}\right)^{1 / 2} \\
& \quad \times\left(\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right|^{2} I_{\Gamma}\left(\mathbf{X}_{i}\right)\right)^{1 / 2}
\end{aligned}
$$

Again, by Lemma 3,

$$
\max _{1 \leq i \leq n} \sup _{\beta \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2} \rightarrow 0 \text { a.s. }
$$

and

$$
\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right|^{2} I_{\Gamma}\left(\mathbf{X}_{i}\right) \rightarrow 0 \text { a.s. }
$$

Thus, $n^{-1} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right| \rightarrow 0$ a.s. Moreover,

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|\left|g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right| \leq & \left(\frac{1}{n} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2}\right)^{1 / 2} \\
& \times\left(\frac{1}{n} \sum_{i=1}^{n}\left|g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

Following the same argument as above, we have $n^{-1} \sum_{i=1}^{n}\left|I_{\Gamma_{n}}\left(\mathbf{X}_{i}\right)-I_{\Gamma}\left(\mathbf{X}_{i}\right)\right|^{2} \rightarrow$ 0 a.s., and a direct application of the strong of large numbers gives

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left|g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right|^{2} \rightarrow E\left\{\left|g_{\boldsymbol{\beta}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}\right)\right|^{2}\right\} \leq E\left\{J^{2}(\mathbf{X})\right\}<\infty \text { a.s. } \\
& \quad \text { by assumption }\left(I_{3}\right)-\text { (iii). }
\end{aligned}
$$

When it comes to the second term on the right-hand side of Eq. (14), it can be further decomposed as follows

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(b_{n i}(\boldsymbol{\beta})\right) v_{n i}(\boldsymbol{\beta})-\varphi\left(a_{n i}(\boldsymbol{\beta})\right) z_{i}(\boldsymbol{\beta})\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \varphi\left(b_{n i}(\boldsymbol{\beta})\right)\left[v_{n i}(\boldsymbol{\beta})-z_{i}(\boldsymbol{\beta})\right] \\
& \quad+\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right] z_{i}(\boldsymbol{\beta}) .
\end{aligned}
$$

Considering the first term to the right-hand side of this equation, we have

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \varphi\left(b_{n i}(\boldsymbol{\beta})\right)\left[v_{n i}(\boldsymbol{\beta})-z_{i}(\boldsymbol{\beta})\right]\right| \leq \frac{L}{n} \sum_{i=1}^{n}\left|\widehat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right| I_{\Gamma}\left(\mathbf{X}_{i}\right) \\
& \quad \leq \max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}, h \in \mathscr{H}_{n}}\left|\hat{g}_{\boldsymbol{\beta}, h}^{i}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right| I_{\Gamma}\left(\mathbf{X}_{i}\right)
\end{aligned}
$$

which converges to 0 a.s. by Lemma 3. Now, let's set $F_{i v}(s)=P\left(v_{i n}(\boldsymbol{\beta}) \leq s\right)$ and $F_{i}(s)=P\left(z_{i}(\boldsymbol{\beta}) \leq s\right)$. Then,

$$
\begin{aligned}
\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)= & {\left[\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(F_{i v}\left(v_{i n}(\boldsymbol{\beta})\right)\right)\right] } \\
& +\left[\varphi\left(F_{i v}\left(\nu_{i n}(\boldsymbol{\beta})\right)\right)-\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)\right] \\
& +\left[\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right] .
\end{aligned}
$$

As in the proof of Lemma 2 , since for $i=1, \ldots, n$ and for all $\boldsymbol{\beta} \in \mathscr{B}, F_{i v}\left(\nu_{i n}(\boldsymbol{\beta})\right)$ and $F_{i}\left(z_{i}(\boldsymbol{\beta})\right)$ are independent uniformly distributed random variables on $(0,1)$, following

Hájek et al. (1999), we have, $b_{n i}(\boldsymbol{\beta})-F_{i v}\left(v_{i n}(\boldsymbol{\beta})\right) \rightarrow 0$ a.s. and $a_{n i}(\boldsymbol{\beta})-F_{i}\left(z_{i}(\boldsymbol{\beta})\right) \rightarrow$ 0 a.s., for each $i$. Applying the generalized continuous mapping theorem (Whitt 2011), we have $\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(F_{i v}\left(\nu_{i n}(\boldsymbol{\beta})\right)\right) \rightarrow 0$ a.s. and $\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right) \rightarrow$ 0 a.s., for each $i$ and for all $\boldsymbol{\beta} \in \mathscr{B}$. Also, since $\nu_{i n}(\boldsymbol{\beta})-z_{i}(\boldsymbol{\beta}) \rightarrow 0$ a.s., by the continuity of the probability measure and the continuity of $\varphi$, we have $\varphi\left(F_{i v}\left(\nu_{i n}(\boldsymbol{\beta})\right)\right)-$ $\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right) \rightarrow 0$ a.s., for each $i$ and for all $\boldsymbol{\beta} \in \mathscr{B}$. Thus,

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right] z_{i}(\boldsymbol{\beta})\right| \\
& \leq\left(\frac{1}{n} \sum_{i=1}^{n}\left|\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right|^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n}\left|z_{i}(\boldsymbol{\beta})\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

From this, we have

$$
n^{-1} \sum_{i=1}^{n}\left|\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right|^{2} \leq \max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}}\left|\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right|^{2},
$$

which converges almost surely to zero. Furthermore,

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n}\left|z_{i}(\boldsymbol{\beta})\right|^{2} \leq & \frac{1}{n} \sum_{i=1}^{n}\left(\left|Y_{i}\right|+\left|J\left(\mathbf{X}_{i}\right)\right|\right)^{2} \leq \frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}\right|^{2}+\frac{1}{n} \sum_{i=1}^{n}\left|J\left(\mathbf{X}_{i}\right)\right|^{2} \\
& +2\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}\right|^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\right)^{1 / 2}:=J_{4 n} \tag{15}
\end{align*}
$$

By the strong law of large numbers, the entire expression on the right-hand side of this inequality converges a.s. to $E\left\{|Y|^{2}\right\}+E\left\{J^{2}(\mathbf{X})\right\}+2\left(E\left\{|Y|^{2}\right\} E\left\{J^{2}(\mathbf{X})\right\}\right)^{1 / 2}<\infty$, by assumptions ( $I_{2}$ )-(iii) and ( $I_{4}$ ). Thus,

$$
\sup _{\boldsymbol{\beta} \in \mathscr{B}}\left|\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(b_{n i}(\boldsymbol{\beta})\right)-\varphi\left(a_{n i}(\boldsymbol{\beta})\right)\right] z_{i}(\boldsymbol{\beta})\right| \rightarrow 0 \text { a.s. }
$$

Now, combining all these facts, we have $\sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right| \rightarrow 0$ a.s.
Proof of Theorem 2 Note that $\varphi$ has a bounded first derivative. So, $\varphi \in \operatorname{Lip}(1)$. Moreover, by $\left(I_{2}\right)$-(iii) and $\left(I_{4}\right)$, we have $\operatorname{Var}\left(z_{i}(\boldsymbol{\beta})\right)<\infty$, for all $i$ and $\boldsymbol{\beta} \in \mathscr{B}$. Then

$$
\sum_{i=1}^{n} \frac{\operatorname{Var}\left(z_{i}(\boldsymbol{\beta})\right)}{n^{2}} \leq \frac{\sigma_{\max }^{2}(\boldsymbol{\beta})}{n}=O(1 / n)
$$

where $\sigma_{\max }^{2}(\boldsymbol{\beta})=\max \left\{\operatorname{Var}\left(z_{1}(\boldsymbol{\beta})\right), \ldots, \operatorname{Var}\left(z_{n}(\boldsymbol{\beta})\right)\right\}$. Setting $\alpha_{n}=1 / n$ and $\beta=1$ in the theorem of (Xiang 1995), we find that for every $\boldsymbol{\beta} \in \mathscr{B}, D_{n}(\boldsymbol{\beta})-E\left\{D_{n}(\boldsymbol{\beta})\right\} \rightarrow$ 0 a.s.

To complete the proof, we have to show that $\left\{D_{n}(\boldsymbol{\beta})\right\}_{n \geq 1}$ is stochastically equicontinuous. To that end, taking $\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2} \in \mathscr{B}$, we have

$$
\begin{aligned}
& D_{n}\left(\boldsymbol{\beta}_{1}\right)-D_{n}\left(\boldsymbol{\beta}_{2}\right) \\
& \quad=\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(\frac{R\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)}{n+1}\right) z_{i}\left(\boldsymbol{\beta}_{1}\right)-\varphi\left(\frac{R\left(z_{i}\left(\boldsymbol{\beta}_{2}\right)\right)}{n+1}\right) z_{i}\left(\boldsymbol{\beta}_{2}\right)\right] .
\end{aligned}
$$

As in the proof of Theorem 1 , set $a_{n i}(\boldsymbol{\beta})=R\left(z_{i}(\boldsymbol{\beta})\right) /(n+1)$. Then,

$$
\begin{aligned}
D_{n}\left(\boldsymbol{\beta}_{1}\right)-D_{n}\left(\boldsymbol{\beta}_{2}\right)= & \frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right) z_{i}\left(\boldsymbol{\beta}_{1}\right)-\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{2}\right)\right) z_{i}\left(\boldsymbol{\beta}_{2}\right)\right] \\
= & \frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)\left[z_{i}\left(\boldsymbol{\beta}_{1}\right)-z_{i}\left(\boldsymbol{\beta}_{2}\right)\right] \\
& +\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)\right\}\right] z_{i}\left(\boldsymbol{\beta}_{2}\right) \\
& +\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)\right\}-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{2}\right)\right)\right\}\right] z_{i}\left(\boldsymbol{\beta}_{2}\right) \\
& +\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{2}\right)\right)\right\}-\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{2}\right)\right)\right] z_{i}\left(\boldsymbol{\beta}_{2}\right)
\end{aligned}
$$

Note that $z_{i}\left(\boldsymbol{\beta}_{1}\right)-z_{i}\left(\boldsymbol{\beta}_{2}\right)=g_{\boldsymbol{\beta}_{1}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{1}\right)-g_{\boldsymbol{\beta}_{2}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{2}\right)$. Since $g_{\boldsymbol{\beta}}(\cdot)$ is differentiable with respect to $\boldsymbol{\beta}$, applying the mean value theorem on the function $g_{\boldsymbol{\beta}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}\right)$, there exists $\boldsymbol{\xi}=\lambda \boldsymbol{\beta}_{1}+(1-\lambda) \boldsymbol{\beta}_{2}$ for some $\lambda \in(0,1)$ such that

$$
g_{\boldsymbol{\beta}_{1}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{1}\right)-g_{\boldsymbol{\beta}_{2}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{2}\right)=\nabla_{\xi}\left[g_{\xi}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\xi}\right)\right]\left(\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right)
$$

Then, by assumption ( $I_{2}$ )-(iii) we have

$$
\left|g_{\boldsymbol{\beta}_{1}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{1}\right)-g_{\boldsymbol{\beta}_{2}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{2}\right)\right|=\left|\nabla_{\boldsymbol{\xi}}\left[g_{\boldsymbol{\xi}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\xi}\right)\right]\left(\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right)\right| \leq J\left(\mathbf{X}_{i}\right)\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\| .
$$

Furthermore, set $h_{i}(\boldsymbol{\beta})=\varphi\left\{F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right\}=\varphi\left\{F_{i}\left(Y_{i}-g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right)\right\}$, where $F_{i}$ is a cumulative distribution function of $z_{i}(\boldsymbol{\beta})$, and therefore almost surely differentiable. So by the mean value theorem, there exists $\eta=\lambda \boldsymbol{\beta}_{1}+(1-\lambda) \boldsymbol{\beta}_{2}$ for $\lambda \in(0,1)$ such that $h_{i}\left(\boldsymbol{\beta}_{1}\right)-h_{i}\left(\boldsymbol{\beta}_{2}\right)=h_{i}^{\prime}(\eta)\left(\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right)$, with $h_{i}^{\prime}(\eta)=$ $-\nabla_{\eta}\left[g_{\eta}\left(\mathbf{X}_{i}^{\tau} \eta\right)\right] f_{i}\left(z_{i}(\eta)\right) \varphi^{\prime}\left\{F_{i}\left(z_{i}(\eta)\right)\right\}$ and $f_{i}(t)=d F_{i}(t) / d t$. It is worth pointing out that $f_{i}$ being a density is almost surely bounded. Thus, by assumption $\left.\left(I_{2}\right)-i i i\right)$ again together with the boundedness of $\varphi^{\prime}$, we have $\left\|h_{i}^{\prime}(\eta)\right\| \leq M J\left(\mathbf{X}_{i}\right)$ a.s., where $M$ is such that $\left|f_{i}\left(z_{i}(\eta)\right) \varphi^{\prime}\left\{F_{i}\left(z_{i}(\eta)\right)\right\}\right| \leq M$ a.s. On the other hand, for
$i=1, \ldots, n, F_{i}\left(z_{i}(\boldsymbol{\beta})\right)$ being independent uniformly distributed in the interval $(0,1)$, for all $\boldsymbol{\beta} \in \mathscr{B}$, as in Theorem 1, following Hájek et al. (1999) again, it is obtained that $a_{n i}(\boldsymbol{\beta})-F_{i}\left(z_{i}(\boldsymbol{\beta})\right) \rightarrow 0$ a.s., for all $\boldsymbol{\beta} \in \mathscr{B}$ and for each $i$. By continuity of $\varphi$, we have $\varphi\left(a_{n i}(\boldsymbol{\beta})\right)-\varphi\left\{F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right\} \rightarrow 0$ a.s., for all $\boldsymbol{\beta} \in \mathscr{B}$ and for each $i$. Thus,

$$
\max _{1 \leq i \leq n}\left|\varphi\left(a_{n i}(\boldsymbol{\beta})\right)-\varphi\left\{F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right\}\right| \rightarrow 0 \text { a.s., }
$$

for all $\boldsymbol{\beta} \in \mathscr{B}$. Now

$$
\left|\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)\left[z_{i}\left(\boldsymbol{\beta}_{1}\right)-z_{i}\left(\boldsymbol{\beta}_{2}\right)\right]\right| \leq\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\| \frac{L}{n} \sum_{i=1}^{n} J\left(\mathbf{X}_{i}\right)
$$

where $L$ is such that $|\varphi(t)| \leq L$, for all $t \in(0,1)$. Also, with probability 1 , we have

$$
\begin{aligned}
& \left\lvert\, \frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{2}\right)\right)\right\}\right] z_{i}\left(\boldsymbol{\beta}_{2}\right) \mid\right.\right. \\
\leq & \left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\| \frac{M}{n} \sum_{i=1}^{n} J\left(\mathbf{X}_{i}\right)\left|z_{i}\left(\boldsymbol{\beta}_{2}\right)\right| \\
\leq & \left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\| M\left(\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n}\left|z_{i}\left(\boldsymbol{\beta}_{2}\right)\right|^{2}\right)^{1 / 2} \\
\leq & \left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\| M\left(\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n}\left[\left|Y_{i}\right|+J\left(\mathbf{X}_{i}\right)\right]^{2}\right)^{1 / 2} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)\right\}\right] z_{i}\left(\boldsymbol{\beta}_{2}\right)\right| \\
\leq & \frac{1}{n} \sum_{i=1}^{n}\left|\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)\right\}\right|\left|z_{i}\left(\boldsymbol{\beta}_{2}\right)\right| \\
\leq & \left(\max _{1 \leq i \leq n}\left|\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)\right\}\right|^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{i=1}^{n}\left[\left|Y_{i}\right|+J\left(\mathbf{X}_{i}\right)\right]^{2}\right)^{1 / 2} \rightarrow 0 \text { a.s. }
\end{aligned}
$$

as $\max _{1 \leq i \leq n}\left|\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{1}\right)\right)-\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{1}\right)\right)\right\}\right|^{2} \rightarrow 0$ a.s. and

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\left|Y_{i}\right|+\left|J\left(\mathbf{X}_{i}\right)\right|\right)^{2} \leq J_{4 n}
$$

where $J_{4 n}$, defined in Eq. (15), converges almost surely to a finite quantity by the strong law of large numbers under assumptions $\left(I_{2}\right)$-(iii) and $\left(I_{4}\right)$. Similarly,

$$
\left|\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right)\left[\varphi\left\{F_{i}\left(z_{i}\left(\boldsymbol{\beta}_{2}\right)\right)\right\}-\varphi\left(a_{n i}\left(\boldsymbol{\beta}_{2}\right)\right)\right] z_{i}\left(\boldsymbol{\beta}_{2}\right)\right|
$$

converges almost surely to zero. Hence, with probability 1, we have

$$
\left|D_{n}\left(\boldsymbol{\beta}_{1}\right)-D_{n}\left(\boldsymbol{\beta}_{2}\right)\right| \leq B_{n}\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\|,
$$

where

$$
B_{n}=: \frac{L}{n} \sum_{i=1}^{n} J\left(\mathbf{X}_{i}\right)+\times M\left(\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\right)^{1 / 2} J_{4 n}^{1 / 2}+o(1)
$$

For $n$ large enough, $B_{n}$ does not depend on $\boldsymbol{\beta}$. From the fact that all terms in the definition of $B_{n}$ converge almost surely to a finite quantity, so does $B_{n}$. Therefore, $\left\{D_{n}(\boldsymbol{\beta})\right\}_{n \geq 1}$ is stochastically equicontinuous (Rao et al. 2014).

Proof of Theorem 4 Note that by Jensen inequality,

$$
\begin{equation*}
\sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)-E\left(D_{n}(\boldsymbol{\beta})\right)\right| \leq E\left(\sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right|\right) . \tag{16}
\end{equation*}
$$

Thus, together with Theorem 1, applying the dominated convergence theorem to the right-hand side of this inequality, we obtain the result. On the other hand,

$$
\begin{aligned}
\widetilde{D}_{n}(\boldsymbol{\beta})-E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)= & \widetilde{D}_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})+D_{n}(\boldsymbol{\beta})-E\left(D_{n}(\boldsymbol{\beta})\right)+E\left(D_{n}(\boldsymbol{\beta})\right) \\
& -E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right) .
\end{aligned}
$$

Thus,

$$
\begin{align*}
\sup _{\beta \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)\right| \leq & \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|\widetilde{D}_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right| \\
& +\sup _{\boldsymbol{\beta} \in \mathscr{B}}\left|D_{n}(\boldsymbol{\beta})-E\left(D_{n}(\boldsymbol{\beta})\right)\right| \\
& +\sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|E\left(D_{n}(\boldsymbol{\beta})\right)-E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)\right| . \tag{17}
\end{align*}
$$

From Theorems 1, 2 and Eq. (16), the terms to the right-hand side of Eq. (17) converge to zero with probability 1.

Proof of Theorem 5 By assumption $\left(I_{6}\right), \boldsymbol{\beta}_{0, n}=\underset{\boldsymbol{\beta}}{\operatorname{Argmin}} E\left(D_{n}(\boldsymbol{\beta})\right)$ which implies that

$$
E\left(D_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right) \leq E\left(D_{n}(\boldsymbol{\beta})\right)
$$

for all $\boldsymbol{\beta} \in \mathscr{B}$. On the other hand, by Theorem 4, we have

$$
\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}, h \in \mathscr{H}_{n}}\left|E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)-E\left(D_{n}(\boldsymbol{\beta})\right)\right|=0
$$

Thus, $\forall \varepsilon>0$, there exists $N>0$ such that for all $n \geq N,\left|E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)-E\left(D_{n}(\boldsymbol{\beta})\right)\right|<$ $\varepsilon / 2$ for all $\boldsymbol{\beta} \in \mathscr{B}$. This implies that

$$
\begin{equation*}
-\varepsilon / 2+E\left(D_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right)<E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right) \tag{18}
\end{equation*}
$$

Also, for all $n \geq N,\left|E\left(D_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right)-E\left(\widetilde{D}_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right)\right|<\varepsilon / 2$. Thus, we have

$$
\begin{equation*}
-\varepsilon / 2+E\left(\widetilde{D}_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right)<E\left(D_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right) \tag{19}
\end{equation*}
$$

Equations (19) in (18) gives $-\varepsilon+E\left(\widetilde{D}_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right)<E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)$, for all $\boldsymbol{\beta} \in \mathscr{B}$ and for all $n \geq N$. Now $\varepsilon$ being arbitrary, letting $\varepsilon \rightarrow 0$, we have $E\left(\widetilde{D}_{n}\left(\boldsymbol{\beta}_{0, n}\right)\right) \leq E\left(\widetilde{D}_{n}(\boldsymbol{\beta})\right)$, for all $\beta \in \mathscr{B}$ which completes the proof.
Proof of Theorem 6 Note that

$$
S_{n}(\boldsymbol{\beta})-T_{n}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right]\left[\varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right)-\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)\right] .
$$

So,

$$
\begin{aligned}
\left|S_{n}(\boldsymbol{\beta})-T_{n}(\boldsymbol{\beta})\right| \leq & \left.\frac{1}{n} \sum_{i=1}^{n} J\left(\mathbf{X}_{i}\right)\left|\varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right)-\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)\right| \quad \text { by }\left(I_{2}\right)-i i i\right) \\
\leq & \left\{\frac{1}{n} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right)\right\}^{1 / 2}\left\{\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}} \left\lvert\, \varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right)\right.\right. \\
& \left.-\left.\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)\right|^{2}\right\}^{1 / 2} .
\end{aligned}
$$

By continuity of $\varphi$ and the fact that for $i=1, \ldots, n, F_{i}\left(z_{i}(\boldsymbol{\beta})\right)$ are independent uniformly distributed in (0, 1), once again following (Hájek et al. 1999), we have $\left|\varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right)-\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)\right| \rightarrow 0$ a.s., for all $i$ and $\boldsymbol{\beta} \in \mathscr{B}$. Thus,

$$
\max _{1 \leq i \leq n} \sup _{\boldsymbol{\beta} \in \mathscr{B}}\left|\varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right)-\varphi\left(F_{i}\left(z_{i}(\boldsymbol{\beta})\right)\right)\right|^{2} \rightarrow 0 \text { a.s. }
$$

On the other hand, $n^{-1} \sum_{i=1}^{n} J^{2}\left(\mathbf{X}_{i}\right) \rightarrow E\left[J^{2}(\mathbf{X})\right]<\infty$ a.s. Hence, $\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta} \in \mathscr{B}}\left|S_{n}(\boldsymbol{\beta})-T_{n}(\boldsymbol{\beta})\right|=0$ a.s.

Proof of Theorem 7 Note that

$$
\begin{aligned}
\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)= & -\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right]\left\{\nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\right\}^{\tau} f\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right) \\
& \varphi^{\prime}\left(F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right)+\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}^{2}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi\left(F\left(z_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right) .
\end{aligned}
$$

A direct application of the strong of large numbers shows that $\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right) \rightarrow \mathbf{W}$ a.s. If we assume that $\mathbf{X}$ is independent of $\varepsilon$, we have

$$
\begin{aligned}
\mathbf{W}= & -E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau}\right\} E\left\{f(\varepsilon) \varphi^{\prime}(F(\varepsilon))\right\} \\
& +E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}^{2}\left[g_{\boldsymbol{\beta}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)\right]\right\} E\{\varphi(F(\varepsilon))\} .
\end{aligned}
$$

But

$$
E\left[f(\varepsilon) \varphi^{\prime}(F(\varepsilon))\right]=\int_{-\infty}^{\infty} f(\varepsilon) \varphi^{\prime}(F(\varepsilon)) d F(\varepsilon)=-\int_{-\infty}^{\infty} f^{\prime}(\varepsilon) \varphi(F(\varepsilon)) d \varepsilon
$$

from integration by parts, since $f(\varepsilon) \varphi(F(\varepsilon)) \rightarrow 0$ as $\varepsilon \rightarrow \pm \infty$. Now, putting $u=$ $F(\varepsilon)$, we have

$$
\int_{-\infty}^{\infty} f^{\prime}(\varepsilon) \varphi(F(\varepsilon)) d \varepsilon=-\int_{0}^{1} \varphi(u) \varphi_{f}(u) d u=-\gamma_{\varphi}^{-1}
$$

On the other have, by assumption $\left.\left(I_{1}\right), E[\varphi(F(\varepsilon)))\right]=\int_{0}^{1} \varphi(t) d t=0$. Thus,

$$
\mathbf{W}=\gamma_{\varphi}^{-1} E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau}\right\}
$$

On the other hand, to simplify notation, set $\mathbf{A}_{i}=\nabla_{\xi}\left[g_{\xi}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\xi}\right)\right], \mathbf{B}_{i}=\nabla_{\xi}^{2}\left[g_{\xi}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\xi}\right)\right]$ and $\mathbf{C}_{i}=\nabla_{\xi}^{3}\left[g_{\xi}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\xi}\right)\right]$

$$
\begin{aligned}
\nabla_{\xi}^{2} T_{n}(\xi)= & -\frac{3}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \mathbf{B}_{i} \mathbf{A}_{i}^{\tau} f_{i}\left(z_{i}(\xi)\right) \varphi^{\prime}\left(F_{i}\left(z_{i}(\xi)\right)\right) \\
& +\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \mathbf{C}_{i} \varphi\left(F_{i}\left(z_{i}(\xi)\right)\right) \\
& +\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \mathbf{A}_{i} \mathbf{A}_{i}^{\tau} \mathbf{A}_{i} f_{i}^{\prime}\left(z_{i}(\xi)\right) \varphi^{\prime}\left(F_{i}\left(z_{i}(\xi)\right)\right)
\end{aligned}
$$

$$
+\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \mathbf{A}_{i} \mathbf{A}_{i}^{\tau} \mathbf{A}_{i} f_{i}^{2}\left(z_{i}(\boldsymbol{\xi})\right) \varphi^{\prime \prime}\left(F_{i}\left(z_{i}(\boldsymbol{\xi})\right)\right)
$$

From this, it can be easily shown that with each term to the right-hand side of this equation is bounded by

$$
3 L n^{-1} \sum_{i=1}^{n} \exp \left\{\lambda\left\|\mathbf{X}_{i}\right\|\right\}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)+J^{3}\left(\mathbf{X}_{i}\right)\right]
$$

which converges almost surely to $3 L \times E\left[\exp \{\lambda\|\mathbf{X}\|\}\left\{J(\mathbf{X})+J^{2}(\mathbf{X})+J^{3}(\mathbf{X})\right\}\right]<\infty$, by the strong law of large numbers under ( $I_{2}$ )-(iii) and $\left(I_{4}\right)$. Thus, $\nabla_{\boldsymbol{\beta}}^{2} T_{n}(\xi)$ is almost surely bounded and the result follows from Theorem 2.

Proof of Theorem 8 We mimic the proof given in Hettmansperger and McKean (1998) for the linear model. Set

$$
T_{n}\left(\boldsymbol{\beta}_{0}\right)=\frac{1}{n} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right)\right] \varphi\left[F\left(\varepsilon_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right] .
$$

It follows by a routine argument that $\sqrt{n}\left(S_{n}\left(\boldsymbol{\beta}_{0}\right)-T_{n}\left(\boldsymbol{\beta}_{0}\right)\right)$ converges to $\mathbf{0}$ in probability. Hence, the proof will be completed by showing that $\sqrt{n} T_{n}\left(\boldsymbol{\beta}_{0}\right)$ converges to the intended distribution. Using the Cramér-Wold device (Serfling 1980), let

$$
U=n^{-1 / 2} \sum_{i=1}^{n} I_{\Gamma}\left(\mathbf{X}_{i}\right) \mathbf{a}^{\tau} \nabla_{\boldsymbol{\beta}_{0}}\left[g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right] \varphi\left[F\left(\varepsilon_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right],
$$

where $\mathbf{a} \in \mathbb{R}^{p}$. Since $F$ is the distribution of $\varepsilon\left(\boldsymbol{\beta}_{0}\right)$ and $\int_{0}^{1} \varphi(t) \mathrm{d} t=0$, we have $E(U)=0$. Also, since $\int_{0}^{1} \varphi^{2}(t) \mathrm{d} t=1$,
$\operatorname{Var}(U)=\frac{1}{n} \sum_{i=1}^{n} E\left(I_{\Gamma}\left(\mathbf{X}_{i}\right) \mathbf{a}^{\tau} \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau} \mathbf{a} \rightarrow \mathbf{a}^{\tau} \Sigma \mathbf{a}\right.$ a.s.
Note that $U$ is the sum of independent functions of random variables which are not necessarily identically distributed; hence, we need to establish the limit distribution by the Lindeberg-Feller central limit theorem. To this end, set $\sigma_{n}^{2}=\operatorname{Var}(U)$. Defining $A_{n}$ by

$$
A_{n}=\frac{1}{\sqrt{n}} I_{\Gamma}\left(\mathbf{X}_{i}\right) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau} \varphi\left[F\left(\varepsilon_{i}\left(\boldsymbol{\beta}_{0}\right)\right)\right]
$$

we need to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\sigma_{n}^{2}} \sum_{i=1}^{n} E\left[A_{n}^{2} I\left\{\left|A_{n}\right|>\varepsilon \sigma_{n}\right\}\right]=0 \tag{20}
\end{equation*}
$$

By assumption (I $I_{3}$ )-(iii), $\| \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right) \| \leq J\left(\mathbf{X}_{i}\right)\right.$ and so,

$$
\frac{1}{\sqrt{n}} \left\lvert\, \mathbf{a}^{\tau} \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right) \left\lvert\, \leq \frac{1}{\sqrt{n}} J\left(\mathbf{X}_{i}\right)\|\mathbf{a}\| .\right.\right.\right.
$$

$J(\cdot)$ being integrable, is almost surely bounded. Thus, there exists a positive constant $c$ such that $J\left(\mathbf{X}_{i}\right) \leq c$ a.s., and therefore, $n^{-1 / 2} \mid \mathbf{a}^{\tau} \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right) \mid \leq n^{-1 / 2} c\|\mathbf{a}\|\right.$ a.s. Hence,

$$
\left.\frac{1}{\sqrt{n}} \right\rvert\, \mathbf{a}^{\tau} \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}\right) \mid \rightarrow 0 \text { a.s. as } n \rightarrow \infty .\right.
$$

Set $\lambda_{n}=n^{-1 / 2} c\|\mathbf{a}\|$. Then, $\lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$, and is independent of $i$. Since $\sigma_{n}^{2}$ converges to a positive quantity, the ratio $\sigma_{n} / \lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Now conditioning on $\mathbf{X}_{i}$, it is easy to see that

$$
\begin{aligned}
E\left[A_{n}^{2} I\left\{\left|A_{n}\right|>\varepsilon \sigma_{n}\right\}\right] \leq & E\left[\varphi^{2}\left[F\left(\varepsilon\left(\boldsymbol{\beta}_{0}\right)\right)\right] I\left(\left|\varphi\left[F\left(\varepsilon\left(\boldsymbol{\beta}_{0}\right)\right)\right]\right|>\varepsilon \sigma_{n} / \lambda_{n}\right)\right] \\
& \times \frac{1}{n} \sum_{i=1}^{n} E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau}\right\} .
\end{aligned}
$$

In this expression, $\lim _{n \rightarrow \infty} n^{-1} \sum_{i=1}^{n} E\left\{I_{\Gamma}(\mathbf{X}) \nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\left[\nabla_{\boldsymbol{\beta}_{0}}\left(g_{\boldsymbol{\beta}_{0}}\left(\mathbf{X}_{i}^{\tau} \boldsymbol{\beta}_{0}\right)\right)\right]^{\tau}\right\}$ $<\infty$ by $\left(I_{2}\right)$-(iii), ( $I_{4}$ ) and ( $I_{6}$ ). From the boundedness of $\varphi$ and applying the dominated convergence theorem, we have

$$
E\left[\varphi^{2}\left[F\left(\varepsilon\left(\boldsymbol{\beta}_{0}\right)\right)\right] I\left(\left|\varphi\left[F\left(\varepsilon\left(\boldsymbol{\beta}_{0}\right)\right)\right]\right|>\varepsilon \sigma_{n} / \lambda_{n}\right)\right] \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

This shows that the limit in (20) goes to zero as $n \rightarrow \infty$.
Proof of Theorem 10 Recall that from Eq. (2), for any $\mathbf{X}_{i} \in \Gamma$,

$$
D_{n}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} \varphi\left(\frac{R\left(z_{i}(\boldsymbol{\beta})\right)}{n+1}\right) z_{i}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} \varphi\left(\frac{i}{n+1}\right) z_{(i)}(\boldsymbol{\beta}),
$$

where $z_{(1)}(\boldsymbol{\beta}) \leq z_{(2)}(\boldsymbol{\beta}) \leq \cdots \leq z_{(n)}(\boldsymbol{\beta})$. Since $R(t)$ is a step function, it has a finite number of jumps. The set of such jumps is finite and therefore has a zero probability. Since $g_{\beta}(\cdot)$ is assumed to be three times continuously differentiable by ( $I_{2}$ )-(iii), $D_{n}(\boldsymbol{\beta})$ is almost surely differentiable. From this, taking into account Theorem 6 and expanding $D_{n}(\boldsymbol{\beta})$ around $\boldsymbol{\beta}_{0}$ up to order 2 , we have with probability 1,

$$
D_{n}(\boldsymbol{\beta})=D_{n}\left(\boldsymbol{\beta}_{0}\right)+\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right) S_{n}\left(\boldsymbol{\beta}_{0}\right)+\frac{1}{2}\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\boldsymbol{\beta}} T_{n}(\boldsymbol{\xi})\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)+o(1),
$$

where $\boldsymbol{\xi}=\lambda \boldsymbol{\beta}_{0}+(1-\lambda) \boldsymbol{\beta}$, for $\lambda \in(0,1)$. Thus,

$$
M_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})=\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)
$$

$$
-\frac{1}{2}\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)^{\tau} \nabla_{\boldsymbol{\beta}} T_{n}(\boldsymbol{\xi})\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)+o(1)
$$

From this, we have

$$
\begin{aligned}
\left|M_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right| & \leq\left\|\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\|^{2}+\frac{1}{2}\left\|\nabla_{\boldsymbol{\beta}} T_{n}(\boldsymbol{\xi})\right\|\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\|^{2}+o(1) \\
& =\left\{\left\|\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|+\frac{1}{2}\left\|\nabla_{\boldsymbol{\beta}} T_{n}(\boldsymbol{\xi})\right\|\right\}\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\|^{2}+o(1) \\
& \leq \frac{3 L}{2}\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\|^{2} \frac{1}{n} \sum_{i=1}^{n}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)\right]+o(1) .
\end{aligned}
$$

as $\left\|\nabla_{\boldsymbol{\beta}_{0}} T_{n}\left(\boldsymbol{\beta}_{0}\right)\right\|$ and $\left\|\nabla_{\boldsymbol{\beta}} T_{n}(\xi)\right\|$ are bounded by $\operatorname{Ln}^{-1} \sum_{i=1}^{n}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)\right]$. On the other hand, $n^{-1} \sum_{i=1}^{n}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)\right] \rightarrow E\left[J(\mathbf{X})+J^{2}(\mathbf{X})\right]<\infty$ a.s., by assumption ( $I_{2}$ )-(iii) and ( $I_{4}$ ). Now, for any $\boldsymbol{\beta} \in \mathscr{B}_{n},\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right\| \leq c / \sqrt{n}$. This implies that

$$
\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}}\left|M_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right| \leq \frac{3 c^{2} L}{2 n} \frac{1}{n} \sum_{i=1}^{n}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)\right]+o(1)
$$

By Markov's inequality, we have for any $\varepsilon>0$ and for $n$ large enough,

$$
\begin{aligned}
P_{\boldsymbol{\beta}_{0}}\left[\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}}\left|D_{n}(\boldsymbol{\beta})-M_{n}(\boldsymbol{\beta})\right|>\varepsilon\right] & \leq \frac{1}{\varepsilon} E\left[\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}}\left|M_{n}(\boldsymbol{\beta})-D_{n}(\boldsymbol{\beta})\right|\right] \\
& \leq \frac{3 c^{2} L}{2 n \varepsilon} E\left\{\frac{1}{n} \sum_{i=1}^{n}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)\right]\right\}
\end{aligned}
$$

A direct application of the dominated convergence theorem gives

$$
\lim _{n \rightarrow \infty} E\left\{\frac{1}{n} \sum_{i=1}^{n}\left[J\left(\mathbf{X}_{i}\right)+J^{2}\left(\mathbf{X}_{i}\right)\right]\right\} \rightarrow E\left\{\left[J(\mathbf{X})+J^{2}(\mathbf{X})\right]\right\}<\infty
$$

Thus, $\lim _{n \rightarrow \infty} P_{\boldsymbol{\beta}_{0}}\left[\sup _{\boldsymbol{\beta} \in \mathscr{B}_{n}}\left|D_{n}(\boldsymbol{\beta})-M_{n}(\boldsymbol{\beta})\right|>\varepsilon\right]=0$. The proof of Eq. (8) is obtained similarly, while that of Eq. (7) is obtained by combining Eq. (6) and Theorem 1.

Proof of Theorem 11 Equation (12) gives $\sqrt{n}\left(\tilde{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)=-\widetilde{\mathbf{W}}_{n}^{-1} \sqrt{n} \widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)+o_{p}(1)$ and by (9) we have $\sqrt{n} \widetilde{S}_{n}\left(\boldsymbol{\beta}_{0}\right)=\sqrt{n} S_{n}\left(\boldsymbol{\beta}_{0}\right)+o_{p}(1)$. Moreover, $\widetilde{\mathbf{W}}=\mathbf{W}+o_{p}(1)$ by (13). Since $\mathbf{W}$ is positive definite, we have $\sqrt{n}\left(\tilde{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}_{0}\right)=-\mathbf{W}^{-1} \sqrt{n} S_{n}\left(\boldsymbol{\beta}_{0}\right)+o_{p}(1)$. The result follows by Theorem 8.
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