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A b s t r a c t .  Govindarajulu expressed the moments of order statistics from a 
symmetric distribution in terms of those from its folded form. He derived these 
relations analytically by dividing the range of integration suitably into parts. In 
this paper, we establish these relations through probabilistic arguments which 
readily extend to the independent and non-identically distributed case. Re- 
sults for random variables having arbitrary multivariate distributions are also 
derived. 
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1. Introduction 

If X I :  n ~_ X 2 :  n ~_ . . .  ~ Xn: n are the order statistics obta ined from a random 
sample of size n from a r andom variable X symmetr ic  about  0 and Yl:n < Y2:, _< 
"'" _< Yn:n are the corresponding order statistics from Y = IXI, Govindara ju lu  
(1963) expressed the moments  of X~:~ in terms of the moments  of Y<:~,, 1 _< 
r '  _< n '  _< n. He derived these relations by dividing the range of integrat ion 
and manipula t ing the integrals algebraically. Govindara ju lu  (1966) applied these 
results to compute  the means, variances and covariances of order statistics from a 
double exponential  dis tr ibut ion by making use of the known explicit  expressions 
of these quantit ies from a s tandard  exponential  distribution.  

Recently, Balakrishnan (1988a) extended the results of Govindara ju lu  to a 
single-outlier model  which were used by Balakrishnan and Ambagaspi t iya  (1988) 
to s tudy  the robustness features of linear est imators  for the parameters  of a double 
exponential  distribution.  Balakrishnan 's  results for the single-outlier model  has 
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been extended by him (Balakrishnan (1989)) to the case when X~'s are indepen- 
dent, symmetric but non-identical by applying the methods used by Govindarajulu 
(1963) and Balakrishnan (1988b). 

In this paper, we first of all derive Govindarajulu's result by a probabilistic 
argument. This method lends itself easily to extend the results to the case when 
Xi's are marginally symmetric but not necessarily independent. Further extension 
of the result when Xi's jointly have an arbitrary multivariate distribution is also 
presented. 

2. Probabilistic proof for the i.i.d, case and an extension 

Let us denote E(X~:n) by p~:~, E(Xk:n) by #(k) for k _> 2, E(X~:nXs:n) by 

#~,s:~ for 1 < r < s < n, and similarly E(Yr:n) by ~:~, E(Y~n ) by y(k)~:n for k _> 2, 
and E(Y~:~Y~:n) by v~,s:~ for 1 < r < s < n. Then, through division of the 
range of integration and direct algebraic manipulation of the resulting integrals, 
Govindarajulu (1963) established the following two relations between the two sets 
of moments of order statistics: 

F o r l < r < n a n d k = l , 2 , . . . ,  

(2.1) r :n  i %-i:n-i + (-1)  k i "i-v+l:i ; 
k i=O i = r  

and for 1 _< r < s < n, 

(2.2) #~,s:~ = 2 -~ 
i=0 i = s  

s-1 } 

i = r  

We shall provide below a probabilistic proof for the relation in (2.1) while the 
relation in (2.2) may be proved easily using similar arguments. 

Suppose X~:n > 0. Then, the number of X's < 0 can at most be r - 1; let 
us suppose that number is i (0 < i < r - 1) with the remaining n - i X's then 
constituting a random sample from Y. It is readily seen in this case that  the 
conditional distribution of X~:n given that i (< r) of the X's are negative is the 
same as the unconditional distribution of Y~-i:n-i. Suppose X~:n _< 0. Then, the 
number of X's _< 0 will at least be r; let us suppose that  number is i (r < i < n). 
By noting then that  these i X's  constitute a random sample from - Y ,  it is readily 
seen in this case that  the conditional distribution of X~:~ given that  i (> r) of the 
X's are negative is the same as the unconditional distribution of -Y/-~+l:i. The 
relation in (2.1) then follows immediately. 

The aforementioned probabilistic argument enables us to extend 
Govindarajulu's relations in (2.1) and (2.2) to the case when the random vari- 
able X, with cumulative distribution function F(x), is not necessarily symmetric. 
In this case, the conditional distribution of X given X > 0 and the conditional 
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distribution of X given X < 0 will play the role of the distributions of Y and - Y ,  
respectively. Now, by denoting the moments of order statistics from the former as 
before by us:,~, u(k)s:m and L's,t:,~ and the moments of order statistics from the latter 

by L,~:,~,- ~(k)~:,~ and L'~.t:,~,- we have the following generalized relations: 
For 1 < r < n and k = 1, 2 , . . . ,  

r--i n 

(2.3) , (k) X TM ii.~(k) x-" 1-, _(k) t~r:n ~ ~ ~ r--i:n--i ~- L llil/r:i 
i=0  i=r 

and for 1 < r < s _< n, 

(2.4) #r,sm 
r - - i  n s--1 

= E l-lilzr-i,s-i:n-i + E IIiF/r,s:i + E YIiF]r:il]s-i:n-i, 
i=o i=s i=r 

where Hi is the probability that exactly i X's  < 0 given by 

( n )  (F(O))i( 1 _ F(O))n_ % I I i =  i i = 0 , 1 , . . . , n .  

3. Probabil ist ic proof for the i.ni.d, case and an extension 

Suppose Xi, i -- 1, 2 , . . . ,  n, are independent random variables with cdf Fi(x) 
and pdf fi(x), i = 1 , 2 , . . . , n ,  each symmetric about 0. Let Y/ = IXil, i = 
1 , 2 , . . . , n ,  and Xx:n < X2:n _< ""  _< Xn:n and YI:~ -< Y2:n _< "'" < Y~:~ be the 
corresponding order statistics. Let us denote E(Xr:~) by #r:n, E(X~:n) by ~:n' (k) for 

k > 2, and E(Xr:nXs:n) by #~,~:~ for 1 i r < s i n. Further, let Y~[1¼'t_2i ..... td denote 
the r- th order statistic from n - i Y variables obtained by deleting Yh, Yl2, • - •, Yh 

. [ l ~ , l ~ , . . . , @ ( k )  
from Y1, Y2,..., Y~, with the corresponding k-th moment denoted by "~:~-i 

. [ll,12,...,l~] 
and the product moment by ,~,~:~_i . 

With these notations, Balakrishnan (1989) has generalized the relations in 
(2.1) and (2.2) by using permanent representation of density of order statistics 
given by Vaughan and Venables (1972) and direct algebraic manipulation similar 
to those of Govindarajulu (1963). The generalized relations are as follows: 

For l < r < n a n d k = l , 2 , . . . ,  

(3.1) r~,r:n".(k) = - 2 - n / ~  E 
~,[ll,....,l,!(k) 

r - - ~ : n - - z  

n } 

+ ( - 1 ) k  E E [l~ ..... ,,~_,](k) 1]i--r--l:i 
i=r l<ll<...<l~_~<n 

and for l _ < r < s _ < n ,  

[ i-~O l<_ll<...<li~_n 

~,[h ..... ld 
r--i,s--i:n--i 
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n 
l][ll ,...,ln-i] 

- ~ - E  E i--s+l, i--r+l:i  
i=s l<_ll<...<l~-i<n 

s--1 } 
-- E ~ l][ll ..... l~I. [li+l ..... ln] 

s--i:n--i ~i--r4-1:i 
i=r l~ll<...<li~_n 

where {/1,12,. .. ,li} A {l i+ l , . . . , l~}  = 0. 
We shall provide here a probabilistic proof for the relation in (3.1) while the 

relation in (3.2) may be similarly proved. 
Suppose X~:~ > 0. Then, the number o f X ' s  < 0 is at most r - l ;  let us 

suppose Xh,  Xz2,. . . ,  Xl~ are the only X 's  < 0. It is then readily seen that the 
conditional distribution of X~:~ given that Xh,  Xl~ , . . . ,  X h are negative is the 

same as the unconditional distribution of y[l_~;~,_z~. Suppose X~:~ _< 0. Then, the 
number of X 's  < 0 is at least r. By using a similar argument, it is then seen that 
the conditional distribution of X~:~ given that Xl~_~+~,..., Xt~ are negative is the 

[11 . . . . .  l ~ _ ~ ]  
same as the unconditional distribution of -~i-~+1:i . The relation in (3.1) then 
readily follows. 

The probabilistic argument provided above makes it possible to extend 
Balakrishnan's relations in (3.1) and (3.2) to the case when the random variables 

X i ' s  are not necessarily symmetric. Let • [h ..... l~](k) and [11 ..... l,~] ~'s:n-m Z]s, t :n_ m denote the single 
and the product moments of order statistics from the conditional distribution of 
n -  m random variables obtained by deleting X h , . . .  , Xlm from X1, X 2 , . . . ,  X~, 

_[11 ..... l~](k) 
given that all these n - m variables are positive. Similarly, let ~ :~-m and 
-[h ..... l~] 
~,t:~-,~ denote the corresponding moments of order statistics from the condi- 
tional distribution given that all the n - m variables are negative. We may then 
prove the following generalized relations analogous to those in (2.3) and (2.4): 

F o r l < r < n a n d k - - 1 , 2 , . . . ,  

(3.3) 
r - 1  

~r:n [ll,...,Id(k) 

i = 0  l<lz<...<li<_n 
n 

+ E E II(h ..... l~)"~:~ , 
i=r l~_li+l<...<l~<n 

and f o r l _ < r < s _ < n ,  

(3.4) #~,~:~ 
r - -1  

= E  E Cll ..... l l ( /1 , . . . , l i )  1]r - i , s - i :n - i  
i=O l~ l l< . . .< l i~n  

z:[/ i+l , . . - , /~] 
+ E H(/1 ..... li ) ~r,s:i 

i=s l~l~+l<.. .~ln<n 
8--1 

+ 2_. 1J-(/1 ,... ,li ) l]s--i:n-- il]r:i 
i=r l~_ll<...<li~_n 
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where 

(3.5) I I ( l l  ..... ll) = Pl l  " " " Pliql~+l " " " ql~ , 

with Pi = P ( X i  ~_ O) = 1 - qi. 

Remark .  It is easy to see tha t  the relations in (3.3) and (3.4) simply reduce 
to those in (3.1) and (3.2) for the special case when all the X 's  are symmetr ic  
about  0 in which case II(z~ ..... t~) -- 2-~V{/1, . . - , l~} C {1 ,2 , . . . , n}Vi  = O, 1 , . . . , n .  

4. Results for the ni.ni.d, case 

It is important  to mention here tha t  while proving the relations in (3.3) and 
(3.4) the only place where the independence of the random variables X1, X 2 , . . . ,  
X~ is used is in the expression for II(ll ..... z~) in (3.5) in the form of a product  of 
marginal probabilities. Therefore, if we redefine II(ll ..... z~) as 

(4.1) II(ll ..... l~) = P { X z l  < 0 , . . . ,X l~  < 0, Xl~+l > 0 , . . . , X l n  > 0}, 

then the relations in (3.3) and (3.4) continue to hold even for the ni.ni.d, case, 
viz., when X i ' s  jointly have an arbi t rary continuous multivariate distribution. 
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