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Abstract. The exact probability density function of linear combinations 
of k = k(n) order statistics selected from the whole order statistics (L- 
statistic) based on a random sample of size n from the uniform distribu- 
tion on [0, 1] was derived by Matsunawa (1985, Ann. Inst. Statist. Math., 
37, 1-16). As the main expression for the density function given by 
Matsunawa is not complete for the general situation, we first provide the 
corrections for this formula. Second, we propose a simple scheme involv- 
ing symbolic computing for evaluating the corrected version of the 
density function. The cumulative distribution function and the r-th mean 
of his L-statistic are also derived. 
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1. Introduction 

The so-cal|ed L-statistics, or linear combinations of order statistics, 
are widely used in es t imat ion and hypothesis  testing problems (e.g., 
Kochar (1984) and D'Agostino and Stephens (1986)). The asymptotic 
theory of L-statistics has been dealt with adequately in the literature (see 
Serfling (1980)). However, for small samples, the implementation and 
evaluation of statistical procedures based on L-statistics requires knowledge 
of the exact distributions of the statistics. 

Let /71 < U2 < ... < Un be order-statistics based on a random sample of 
size n f rom the uniform distribution on the interval (0, 1). Selecting k 
statistics Un, < Un2 < .-- < U~, where k = k(n),  1 < k <_ n and 0 < nl < ... < 
r/k < n + l, we denote the L-statistic based on these order statistics by 

k 
(1.1) L,  = E a~U,,. 

i = 1  

m 

In (1.1), at-- at(n), I = 1, 2,..., k are real constants with • a] # 0 for each m. 
I=1  
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Matsunawa (1985) has derived the exact probability density function 
(p.d.f.) of the general L-statistic (1.1). However, his formula for the p.d.f, is 
not complete.  Fur thermore ,  the calculation of the coefficients in his 
expression (see his equations (3.7) and (3.8)) are cumbersome.  In Section 2, 
we provide the corrected version of his p.d.f. We then derive formulas for 
the moments  and the cumulative dis tr ibut ion funct ion (c.d.f.) of the L- 
statistic. Finally, in Section 3, we propose an efficient scheme to compute  
the coefficients in these formulas. 

2. The exact distributional properties of Ln 

In order to state the corrected version of the exact p.d.f, of Ln in (1.1), 
we need these notations: 

k 
Let bj = bj(n) = l=~=at, j = 1,2,.. . ,  k. Let k* be the number  of distinct 

non-zero bfs. Denote  such bfs by b* ,b* , . . . , b~  and the corresponding 
multiplicities by vl,..., v**. Finally, for a complex  variable s, define func- 
tions G(s), Gl(s) thus: 

k* ]-1 
(2.1) G(s )=  j H ( s + ( 1 / b * ) )  ~ , 

/bl )) G(s), l =  1,2, . . . ,k* (2.2) G l ( s ) = ( s + ( 1  , v, . 

The exact p.d.f, of Ln: 

k* vl 
(2.3) fL,,(t) = E Z [sgn (b*)C~.mX(t/ b~')Z(1 - t/ b~')tm-'(1 - t /  b * )  n - m  

/=1 m=l 

/ B ( m , n  - m + 1)], 

where 

(2.4) 

(2.5) 

(2.6) 

1 if x>_O, 

s g n ( x ) =  - 1  if x < O ,  

1 if x > 0 ,  

Z(X)= 0 if x_<O, 

C l . m  ~-- ( a l  (v' m) (  _ 1/ b~'))/(vl- m)! , 

and 

(2.7) . . . .  \j=l 
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GP(s) being the p-th derivative of Gt(s) in (2.2). 
It should be remarked that (2.3) is the same as equation (3.7) of 

Matsunawa (1985) except for the factor sgn (b~') defined in (2.4). Without 
this correction, the function f ( t )  in (3.7) of Matsunawa (1985) may not 
always be a bonafide p.d.f. The proof of (2.3) is similar to that of (3.7) of 
Matsunawa (1985) and is omitted. 

When computing the percentage points or the moments of the statistic 
L, in (1.1), the following formulas for the cumulative distribution function 
(c.d.f.), Ft..(x), and the r-th raw moment,/zr:,, are useful: 
The c.d.f, of L,: 

(2.8) 2 FL.(X) : ~-~ rn - I  C~'m(b~)m[gl (x, l, m)x(b~)  + g2(x, 1, m ) x (  - b~')] 
1=1 - 

where, denoting the incomplete beta function by 

I B ( y , a ,  f l ) = f : t ~ - l ( l - t ) ~ - ' d t / B ( a , ~ ) ,  0 < y < l ,  0 < a ,  fl,  

and X(x) as in (2.5), 

gl (x, 1, m) = 

g2 (x, l, m) = 

0 if x <  0 ,  

I B ( x / b * , m , n - m +  1) if O < _ x < b  * , 

1 if x > b~' ,  

0 if x < b*,  

I B ( 1 - x / b ~ ' , n - m +  l , m )  if b ~ ' < _ x < O ,  

1 i f  x _> b~' .  

The r-th moment of L,: 

(2.9) 
k* vt 

/&, = E(L~) = • Y~ C~.m(b*)m+r[B(m + r, n - m + 1) 
/=1 m = l  

/ B ( m , n  - m + 1)], r > O. 

Equations (2.8) and (2.9) are obtained by appropriate integrations of 
the p.d.f, in (2.3), and we omit the details. 

3. Computing the p.d.f, of Ln 

While the formulas (2.6) for the coefficients Cl,  m a r e  found amidst the 
proof of Lemma 2.2 in Matsunawa (1985), the expressions for these 
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coefficients via Bell polynomials in his final equation (3.7) are, in general, 
quite complicated. We therefore suggest that, in using (2.3), (2.8) or (2.9) 
for computing percentiles, mean, etc., we should first calculate G,m directly. 
Indeed, the representation (2.6) of G,m as functions of derivatives of G~(s) 
in (2.2) is ideal for symbolic manipulation using many commercially 
available softwares such as REDUCE (Seward (1985)). Once G,m are found 
by symbolic computing, we can use FORTRAN or other codes to compute 
the quantities in (2.3), (2.8) or (2.9). 

For the benefit of the reader, we now provide a sample REDUCE 
code to illustrate symbolic computat ion of G,m for the following statistic, 
introduced by Kochar and Ramallingam (1989) in the context of an 
inference problem for Poisson processes: 

(3.1) 
n 

Ln = i~i(3i-  2 n -  1)Ui. 

Suppose, for example, that n = 7. Then, in the notations of Section 2, 
k * = 4 ,  b * =  - 2 1 ,  b * =  - 9 ,  b* = 6 and b* = 9. Also, v l=  1, v2= I, v3=2,  
v4 = 2. One may use the following REDUCE program to obtain G,,,, 
1 <_l<_4, 1 <_m<_vl.  

COMMENT to find C(L,M) by symbolic computing; 
K : = 4 ;  
ARRAY LAMDA(K), NU(K), H(K), CNUM(K,K), CDEN(K,K), C(K,K); 
LAMDA (1):= - 1/21 $ 
LAMDA (2) :-- - I /9 $ 
LAMDA (3) := 1 / 6 $ 
LAMDA (4):= 1/9 $ 
NU(1) := 1 $ 
NU(2) := 1 $ 
NU(3) := 2 $ 
NU(4) := 2 $ 
G := FOR L := I:K PRODUCT (S + LAMDA(L)**( - NU(L))$ 
COMMENT use G(s) defined above to find Gl(s) = H(1); 
F O R L : =  I : k D O  

BEGIN 
H(L) := ((S + LAMDA(L))**NU(L))*G $ 
END; 

C O M M E N T  Find the numera to r ,  CNUM(L,M) ,  the denomina to r ,  
CDEN(L,M), of the formula in (2.6) and then print C(L,M); 

FOR L := I:K DO 
BEGIN 
FOR M := I:NU(L) DO 
BEGIN 
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C N U M ( L , M )  := DF(H(L) ,  S, NU(L) - M) $ 
C D E N ( L , M )  := F O R  I := I :(NU(L) - M) P R O D U C T  I $ 
C(L,M)  := C N U M ( L , M ) / C D E N ( L , M )  $ 
W R I T E  "C("L ,M," )  = ", SUB(S = - L A M D A ( L ) ,  C(L,M));  
END;  
END; 

The above p rogram yields the following values for G,m coefficients in 
(2.6): 

CI, I = - 13613.67, C2,1 = 4133.43, C3,1 = 240952.32, C3.2 = 5443.2,  

C4,1 = - 231472.08, C4,2 = 9185.4. 
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