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INVERSE 
COEFFICIENT 

Abstract. Conditional inference about a mean of an inverse Gaussian 
distribution with known coefficient of variation is discussed. For a 
random sample from the distribution, sufficient statistics with respect to 
the mean parameter include an ancillary statistic. The effects of condition- 
ing on the ancillary statistic are investigated. It is shown that the model 
provides a good illustration of R. A. Fisher's recommendation concern- 
ing use of the observed second derivative of the log likelihood function in 
normal approximations. 
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1. I n t roduc t i on  

Let X1, X2,..., X, be independently distributed with common proba- 
bility density funct ionf i (x) .  Here 0 is an unknown parameter.  If 0 denotes 
the max imum likelihood estimator of 0, then standard theory shows that 
is approximately N(O, ig 1) where i, is the expected Fisher information. We 
denote by 1~'(0) the second derivative of the log likelihood function l~(0) 
where I n ( O ) - - l o g H f o ( x i ) .  Fisher (1925) suggested that information not 
contained in the max imum likelihood estimator 0 could be partially 
recovered by ld'(0), and essentially recommended that g'(0) be treated as an 
ancillary statistic for which 

(1.1) var {Olld'(O)} - - {ld'(O)}-' . 
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Efron and Hinkley (1978) proved that in large samples 0 has an approxi- 
mate normal distribution conditional on an ancillary statistic, with normal 
variance equal to the reciprocal of the observed Fisher information. In 
other words, they showed that in translation families (1.1) holds. Note that 
the observed Fisher information is, in general, an approximate ancillary 
statistic. Hinkley (1977) demonstrated that the N(/t, c2/t 2) model with 
0 -- log/z (~ > 0) provides an excellent illustration of Fisher's recommenda- 
tion, the numerical agreement being remarkable in small samples. Under 
the assumption /L > 0, he gave both the unconditional and conditional 
Fisher information about 0 --- log/.t and numerical illustration of the ratio 
(conditional information)/(unconditional information) when n---10 and 
c = 1. Here the ancillarity of 1"(~) depends on the choice of parameteriza- 
tion and/ t  > 0. It would seem that the assumption/t > 0 is unnatural. In 
this paper we introduce another model where Fisher's result can be verified 
exactly. The purpose is to justify (1.1) for the model. In the next section, 
we reexamine the case N(#, c2/z 2) with known c and # > 0. In Section 3 we 
investigate the case that X; obeys the inverse Gaussian distribution with 
unknown mean / t  and known coefficient of variation c > 0, denoted by 
/(/1, c-2/1). It is shown that the I(lt, c-2~) model with 0 -- log/1 also provides 
a good illustration of Fisher's recommendation (1.1). 

2. Normal distribution N(p, c2p 2) with known c 

Let Xl, X2,..., X, be independent random variables from N(/x, c2/t2), 
where c is a known positive constant and 0 < ~t < o0. The minimal sufficient 

n n 

statistic is (7'1, T~) where T1 = i~1 (X2 / n), 7"2 -- TI/.~2 and fi'A = (1 / n) i~=l Si. 
The distribution of T2 does not depend on /.t, then T2 is an ancillary 
statistic. Therefore the next proposition holds. 

PROPOSITION 2.1. (Hinkley (1977)) The unconditional information 
about/9 = log/x is in = n(2 + c-2), and conditionally on T 1/2 -- a, the condi- 
tional information is 

in(a) = n { 2 + (ac)-ln-1/2 In(a-l£-lN/~) } 
L_l(a-ic-lx/~) , 

where 

2 

It is easy to see that the conditional information i,(a) can be rewritten 
as  
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i,(a) = n 2 +  

x / ~ [  1 n + 1 1 n 
2 ' 2 ' 2a2c 2 

 (n+l 3__ n) 
2 ' 2 ' 2 a2c  2 

) 

where ~ (a ,  7; z) is a confluent hypergeometric function, defined by the 
formula 6.5.(2) in Bateman (1953). 

The behavior of ~ (a ,  7; z) as a --- oo and z -- ~ ,  while 7 is bounded, is 
mentioned by Bateman ((1953), pp. 280-282). Using the results, we obtain 
that, for n -- o0, 

2c 2 ~1/2 1 ]1/2 
i " (a ) -  n [  2 + c-2 {( 2-~ + - - ]  - ( ~ a  4 , }] a 2 

The maximum likelihood estimator is 0 = log l% where 

1 4a2¢2) 1/2 = -~- c-Z)Ta{(l + - 11, 

then 

- g'(O)= n { 2 +  (1+  4a2c2)____1/2+1 } 
2a2c 2 

Hence we have the next proposition. 

PROPOSITION 2.2. 
(1) I f  a 2 = 2c 2, a >> 1 and n ~ 0% then i. - i.(a). 
(2) I f  a 2 = 1 + c 2, then i. = - l"(O). 
(3) I f  aZc 2 = 4 + 3 V ~  and n --. ~ ,  then i.(a) - - ld' (0). 

Hinkley (1977) assumes that c = 1 and / t  > 0, and then states that the 
event XA -< 0 has probability qs( - x/~c -1) which one can ignore in discus- 
sing large-sample properties, but the probability cannot be ignored for 
large c. When the sample moments  agree with the model property that the 
variance is equal to c2(mean) 2, i.e., when a2= c2+ 1, then i n (a ) -  i,,. Also 
Propositions 2.2. (1) and (2) show that if c = 1, then i,,(a) - - 1" (0) for 
large n. Hence Fisher's recommendat ion for this model depends on the 
assumption. In the next section we introduce a new model and discuss the 
recommendation.  
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3. Inverse Gaussian distribution I(p, c-2p) with known c 

In Tweedie's (1957) notation the probability density function of a 
random variable X distributed as an inverse Gaussian with parameters/~ 
and 2, denoted by X ~ I( ,u,  2), is given by 

f ( x )  = 2~x3 ] exp 2 j ~  ' x > O, 

where/t and 2 are positive. The mean and variance of X are given by ~ and 
/~32-1, respectively. The coefficient of variation of X is (kt2-1) v2. If the 
coefficient of variation is a known number c>  0, then the probability 
density function is reduced to 

) 2/zc2x 3 exp{ ~c2 (~/-ix-~-[zx-1 2)}.  

Let M be a family of inverse Gaussian distributions I(/~, C-2/t/) w i t h  

known constant c. Then the family M is incomplete. The family of inverse 
Gaussian distributions I(/1, 2) specified by the two parameters ~ and 2 
forms an exponential family S. It is clear that M is a curved exponential 
family, imbedded in the space S. This property is analogous to that in the 
normal case. Note that M forms a hyperbola in S, but a parabola in the 
normal case. 

Let X , , X z , . . . , X n  be independent random variables from I(/t,c-2/~) 
with known c. The log likelihood function is, apart from a constant, given 
by 

ln(/t) = -~- log/.t - 2c 2 2c2/t , 

where 

{ }' xH:l~xi 
n i=1 

The incomplete sufficient statistic for p is ( X a ,  XM). Set T~ = )(h 1 and 
T2 = )(/¢~)(A, then the pair of 7"1 and T2 is also the sufficient statistic for /c  
Tweedie (1957) proved that 

.~,4 ~ I( /~,nc-21t)  and n c - 2 ~ ( X i i  1 - .XA 1) - -  z 2 ( n  - 1), 

and furthermore that )(A and ~/~1 __ ~A 1 are stochastically independent. By 
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using these results, the joint  probabili ty density funct ion of (T~,/'2) is 

(nllc- 2) "/2 exp (nc - 2) t- I~n/2- 3/2 tn/2- I fr,,7",(tL, t2) = ~ - [ - - ( - - - - - - ~ \  t23/2(1- 2 ) 1 

n__~_p n -1} 
• exp - 2 c  2 tt - ~ tztl , 

for tt >->- 0 and t2 >- 1. Integrat ing the above formula  with respect to tx, we 
get the probabili ty density funct ion of 7"2 as follows; 

fr~(t~) = 
(no-2) "/2 exp (nc -2) 

_ 1  2n,2 l l,2r( n 
t n14-3/zz'2 ~,l .-t~n12-3/zv i.._-2, t/2~ -- t2 ) l~.n/2lglc t2 )~ 

t 2 _ > l ,  

where Kv(z) is a modified Bessel funct ion of the second kind (e.g., see 
Abramowitz  and Stegun (1964)). It is clear thatfr2(t2) does not  depend on 
/t, then T2 = X/~PTA is an ancillary statistic with respect to/1, and 7"1 = )(h 1 
is used as a sufficient statistic in inference for /a  conditionally on T2 = a. It 
is noted  that  T2 is the ratio of an ari thmetic mean to a harmonic  mean,  i.e., 
7"2 = X.427t~ 1. With the aid of the relation 

Jr,, T~(tl, t2) = fT2(t2) " fTlt r,(tl It2), 

we obtain the condit ional  probabil i ty density funct ion of TI given T2 = a as 
follows; 

fT, IT2=,(tlla) = 

{ _ ~  na ] t~/2-~ exp nlt tl - t~l 
2c 2 

2a"/ 4 p-"/2 K~/2 ( n c- 2 x/~ ) 

It is convenient  to take the parameter  to be 0 =  log p. F r o m  the log 
likelihood function,  

n nX;t l  0 n X A - o  
l .(O) -- ~ 0 2 T  e - ~ e 

g ( o ) -  n nX;, 1 o n~A -o 
2 2c------ 5 -  e + 2c-----f- e , 

and 
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n.,~[l' o nXA -o 
l " ( O ) = -  2c 2 e 2c  2 e 

Hence, the unconditional information is calculated to be 

i n = - E ( l " ( O ) ) = n ( @ + c - 2 ) .  

1"0 Conditionally on )(nl)(A = a, n ( ) is rewritten as 

l"O n ( ) - - - w - - - - -  
2 n a  1 

4C 4 W ' 

where W = (nll/2c2).~;t l, and the conditional information is 

2 I ) n a  ( 1 
in(a)= E(WlT2 = a) + -~c4 E --~ T2= a . 

The conditional probability density function of W given T2 = a is presented 
to be 

(2c2n-1)n/2wn/2-1{ nZa _l } 
fwlr~.=a(wla) = 2an/4Kn/2(nc-2al/2) exp - w - ~ w . 

Therefore we obtain the next proposition. 

PROPOSITION 3.1. The unconditional and conditional information 
about 0 = log/ t  are given by 

and 

i.(a) n { ~ + c-2x/a Kn/2-1(nc-2x/~) } 
Kn/2(nc x/a) 

respectively. 

Remark. The parameter  p of N(/t, c2p 2) with p > 0 or I(p, c-21t) may 
be a scale one. 0 = log fl is the maximum likelihood estimator of the 
location parameter  /9 = log p (/t > 0). Thus the conditional density of 0 
given a is of the translation form. In other words, the N(/z, c2/fl) and the 
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I(/z, c-E/z) models are nonobvious examples of form (2.2) in Efron and 
Hinkley (1978). Hence we show that va r (01a )~  -{ld'(0)} -l for the 
I(/t, c-E/z) model with 0 = log/t. 

It is easy to see that the conditional information in(a) can be represent- 
ed as 

in(a) : - nc-  2vCa K' /2(nc-  ax/d ) 
Kn/2(nc- 2x/-d) • 

By using uniformly asymptotic expansions of Kf fv z )  and K ' ( v z )  with 
respect to z when v- - -~ ,  it holds that, for large n, the conditional 
information is 

i , ( a ) . _  1 (1 + 4 c - 4 a )  1/2 
n 2 

For the conditional likelihood, the maximum likelihood estimator is 
0 = log/~ where 

1 
I?t = --~ eZXn{1 + (1 + 4 c - 4 a ) l / z }  . 

Thus the following result holds. 

PROPOSITION 3.2. F o r  any  s a m p l e  size n,  it ho ld s  that  

- ln'(O) = 2 (1 + 4c-4a) 1/2 . 

The proposition shows that -l~'(0) is exactly ancillary. As stated in 
the Introduction, we discuss the effects of conditioning on the ancillary 
statistic and Fisher's recommendation. After some calculations we obtain 
the next proposition. 

PROPOSITION 3.3. The  re la t ions  a m o n g  i,, in(a) a n d  - l"(O) are 
(1) I r a  = 1 + c 2, t hen  in -~ i n ( a ) f o r  large n. 
(2) I r a  = 1 + c 2, t hen  in = - l # ( O ) f o r  any  n > O. 
(3) in(a) - - l " ( O ) f o r  large n, any  a >_ 1 a n d  c > O. 

Efron and Hinkley (1978) showed that in translation families var {01 a} - 
in(a) -1. Therefore, from Proposition 3.3, if Fisher's claim (1.1) is true, then 

- l " (0 )  and i,,(a) should agree within O(1) in large samples. For numerical 
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illustration we have computed the ratios i,,(a)li, and -l/,'(O)li~ when 
n = 10, c - -0 .05 ,  0.1, 0.5, 1.0 with a varying over 99% or more of  its 
distribution. Table 1 gives values of the ratios and corresponding values of 
T2 -- a. Table 1 shows that even for n = 10 and unusual values of c (e.g., 
c =  1.0) the agreement is remarkable. Fisher's recommendation (1.1) is 
substantiated. The new I(p,  c-21.z) model with 0 = log p provides an excel- 
lent illustration of Fisher's recommendation. 

Table 1. Conditional Fisher information for 0 when n= 10. 

ilo(a) l~(0) 
ilo ilo 

c = 0.05 1.0 0.999 0.999 
2.0 1.413 1.412 
4.0 1.998 1.998 
6.0 2.447 2.446 

c = 0.1 1.0 0.996 0.995 
2.0 1.408 1.407 
4.0 1.991 1.990 
6.0 2.438 2.437 

c = 0.5 1.0 0.907 0.896 
2.0 1.273 1.262 
4.0 1.792 1.781 
6.0 2.191 2.180 

c = 1.0 1.0 0.772 0.745 
2.0 1.029 1.000 
4.0 1.405 1.374 
6.0 1.698 1.667 

a is 
Now it is easily shown that the moment generating function of  0 given 

qb(~) = (x/ae-°) ~ K./z(nc_2x/-d) 

Then the exact conditional variance of 0 given a is calculated from q5(~) to 
be 

d z I 
var (0[a) = ~ v  2 Kv(nc-2x/-d)]~=./2{K./2(nc-2x/-d)}-I 

d ]2. 
-- [ --~-V gv(nc- 2x/a ) l v=n/2 { Kn/2(nc- 2x/a ) }- I 

But it is not easy to see the accuracy of  the approximation var ( 0 [ a ) -  
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_ 

Final ly ,  we give the statistical curvature  y~, as defined by Efron  (1975), 
of  the I(/z, c-2/l) model .  We calculate y~ = 4c4/(c 2 + 2) 3, taking its m a x i m u m  
(2/3) 3 at c -- 2. In the case of  N(/I, c2/t2), see Efron  (1975). 
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