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Abstract. For finite sets of probability measures, sufficiency is character- 
ized by means of certain positively homogeneous convex functions. The 
essential tool is a discussion of equality in Jensen's inequality for 
conditional expectations. In particular, it is shown that characterizations 
of sufficiency by Csiszhr's f-divergence (1963, Publ. Math. Inst. Hung. 
Acad. Sci. Ser. A, 8, 85-107) and by optimal solutions of a Bayesian 
decision problem used by Morse and Sacksteder (1966, Ann. Math. 
Statist., 37, 203-214) can be proved by the same method. 
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1. Introduction 

Let P1,..., ek be probabil i ty measures on a measurable space (Q,,5~). 
P u t  l z = ( 1 / k ) ( P ~ + . . . + P k )  and pi=dPi /d l t ,  l<_i<_k. Let b,. be the 
probability that Pi is the " true" distribution. Then 

f sup {blpl,..., bkpk} dot 

= sup ~=1 bi ffp,d~u: ~Elf = l~,fi  test for each 1 _< i _< k 

is the m a x i m u m  probabil i ty of guessing the "true" Pi (cf. Morse and 
Sacksteder  (1966), Torgersen ((1976), p. 194) and Gy6rfi and Nemetz 
(1977)). Morse and Sacksteder used these quantities in order to characterize 
sufficiency. For  the same purpose and k = 2, Csisz~ir (1963, 1967) employed 

f-divergences fg o (pz,p2)dlt, where g(xl, X2) = f ( x l  / x2)x2 for xl, x2 > 0 and f 

is a convex function on (0, oo) (see Lemma  1.3 and Example l(c)). 
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t "  

We shall characterize sufficiency by means of integrals Jgo(b~p~,. . . ,  

b~p,)dl.t where bi > 0 and g is a positively homogeneous convex map with 
values in ( -  ~ , ~ ]  which equals the sup-function or a k-dimensional 
generalization of  the above function g used by Csiszlir. In particular, we 
shall see that the results of Csisz~ir (1963, 1967) and Morse and Sacksteder 
(1966) can be proved by the same method. The essential tool is a discussion 
of equality in Jensen's inequality for conditional expectations and certain 
positively homogeneous convex maps which have similar properties as the 
sup-function (see Lemma 1.1) and the map g introduced in Lemma 1.3. 
Integrals of  the above type with a general real valued g have been studied 
by Gy6rfi and Nemetz (1977) as a measure of dissimilarity of distributions. 
For later reference we state the following obvious result. 

LEMMA 1.1. For  x = (x l , . . . , x k )  ~ [0, oo) k p u t  g ( x )  = sup {xl,..., xk} 
and  G = {x ~ [0, oo)~: xi = g(x)}. Then g is a posi t ively  h o m o g e n e o u s  convex  
f u n c t i o n ;  a n d  i f  x , y  ~ [0, oo) k, 0 < t < 1, a n d  g ( t x  + (1 - t)y) = t g ( x )  + 
(1 - t )g(y) ,  then x , y  ~ Ci f o r  some  1 <_ i <_ k. 

The definition of a positively homogeneous or convex real valued 
function defined on a convex cone or subset of a linear space makes sense 
for an extended real valued function the range of which is contained in 
( - ~ , ~ ]  if one assumes 0 ~ = 0 ,  b o o = ~  for b > 0 ,  and ~ + b = ~  for 
- ~  < b _< ~ .  Concerning continuity we consider the usual topology on 
( -  ~ ,  ~].  Using these conventions, functions like 1/x or - l o g  x can be 
considered as continuous convex maps from [0, ~ )  to ( - ~ ,  ~ ]  which carry 
0 into ~ .  In Lemma 1.3 we shall see that positively homogeneous convex 
maps f rom [0, ~)~\{0} to ( - ~ ,  ~] ,  k >_ 2, which are defined by means of a 
continuous convex map from [0, ~)k- 1 tO ( -- co, oo] have similar properties 
as g in Lemma 1.1. If x = (X~,...,Xk) ~ [0, oo) k, put X' = (Xl .... ,Xk-~). For 
h e (0 ,~)  k-1 define Lhl = {u e [0, ~)~-l" (h, u) < 1}, Lh2 = {u ~ [O,~)k-l: ( h , u )  
>_ 1 }, Chl = {X ~ [0, oo)k: (h, x ')  -%< xk}, and Ch2 = {x ~ [0, oo)k: (h, x') _> xk} (( , ) 
denotes the inner product). For 0 < s < oo put x / s  = (x~/s, . . . ,  xk/s).  

LEMMA 1.2. Let  f be a cont inuous  convex  map  f r o m  [0, oe) ~-1 to 
( - ~ ,  oo]. Then the f o l l o w i n g  assertions hold. 

(a) There exists l ! m s f ( y / s )  e ( - oo, oo]for a l l y  ~ [0, oo) k-l. 

(b) S u p p o s e  there is an h ~ (0, oo) k-1 such that  i f  u ,o  ~ [0, o o) k-l, 
0 < t < 1, a n d f ( t u  + (1 - t)o) = tf(u) + (1 - Of(o) ,  then u ,o  ~ Lh i for  some  
i ~ { 1,2}. Then f ( y )  < e~ f o r  all y ~ [0, ~)k- 1\{0} . 

PROOF. (a) For fixed y ~ [0, ~)k-1 let F denote the map from [0, oo) 
to ( - ~ ,  oo] which carries t i n t o f ( t y ) .  F is convex. This implies that there is 
a to such that F(t )  < oo for all t >_ to, or F(t)  = ~ for all t _> to. In the first 
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case the existence of  ! im(1/ t )F(t )~ ( -  ~,~o] is well known;  in the second 

case (1~OF(t) = ~ for  all t _> to. N o w  

l im(1/ t )F(t  ) = limsF(ls~0 Is) = l !msf (y / s )  . 

(b) If  y ~ [ 0 , ~ ) k - I  and y ~ 0 ,  then there are b < l < c  such that  
by ~ Lhl, cy E Lh2\Zh]. Put t ing  t = (c - 1)/(c - b), u = by, and o = cy, we get 
y = tu + (1 - t)o a n d f ( y )  < t f (u)  + (1 - Of(o) < oo. 

LEMMA 1.3. Let f be given as in Lemma 1.2 and let g denote the 
map f rom [0, oo)k\{0} to ( - oo, ~] defined as 

and 

g(x) = xk f ( x ' /  xk) i f  Xk > 0 

Then the following assertions hold. 
(a) g is measurable, positively homogeneous, and convex. 
(b) I f  f fulfills the premise o f  Lemma 1.2(b), then g(x) < oo fo r  all 

x e [0, oo)k\{O} with x" ~ 0 and xk ~ O. 
(c) Suppose that f fulfills the premise o f  Lemma 1.2(b) and that 

x , y  c [0, ~o)k\{O}, yk > O, 0 < t < I, andg ( t x  + (1 - t)y) = tg(x) + (1 - t)g(y). 
Then x , y  ~ Chi for  some i e {1,2}. 

PROOF. L e m m a  1.3(b) fol lows immediate ly  f rom L e m m a  1.2(b). 
(a) F r o m  the def ini t ion of  g its posi t ive homogene i ty  is clear. S i n c e f  

is cont inuous ,  we have 

g(x) = lim(xk + (1 / n)) f (x ' / (xk  + (1 / n)) ) ,  

for  all x e [0, oo)k\{0}. Hence  g is measurable .  
The convexi ty  of  g fol lows because,  if x , y  ~ [0, oo)k\{0}, 0 < t < 1, and 

Sn = t(xk + I/n) + (1 - t)(yk + I/n),  then 

g(tx  + (1 - t)y) = lims, f ( ( t x '  + (1 - t)y')/s,) 

= l ims ,  f ( ( t (xk  + 1/n)/s,)x'/(Xk + 1In) 

+ ((1 - t)(yk + 1/n)/s,)y' /(yk + I /n ) )  

<<_ lims,((t(xk + 1 /n) / s . ) f (x ' / (xk  + l/n)) 
n 

g(x) = l !msf(x ' /  s) i f  xk = O . 
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+ ((1 - t)(yk + 1/n) /s , ) f (y ' / (yk  + l /n)))  

= tg(x) + (1 - t)g(y). 

(c) If t < c < l ,  z = c x + ( 1 - c ) y ,  and b = t / c ,  then t x + ( 1 - t ) y =  
bz + (1 - b)y and bg(z) + (1 - b)g(y) <_ tg(x) + (1 - t)g(y). Hence g(bz + 
(1 - b)y) = bg(z) + (1 - b)g(y). Replacing x in Proof of (a) by z, t by b, 
and Sn by tzk + (1 - t)yk, we obtain z'/zk, y'/yk ~ Lhi for some i ~ {1,2}. This 
implies z , y ~  Chi for some i~{1,2}, and therefore x , y ~  Chi for some 
i~ {1,2}. 

Examples 1. (a) If f is a strictly convex continuous map from 
[0 ,~)  k-1 to ( - ~ , ~ ] ,  the assumption in Lemma 1.2(b) is fulfilled for each 
h ~ (0, ~)k-1. 

(b) Suppose h ~ (0 ,~)  k 1 andj~(u) = I(h,u) - 11. Thengh(x) = I(h,x')  
- x~l corresponds to i l .  

(c) For k = 2, fgo(pl,p2)dlt  is Csisz~tr's (1963, 1967)f-divergence. 

Examples are given in Csisz{Lr ((1963), pp. 86-87, and (1967), p. 301) and 
Gy6rfi and Nemetz (1977). 

t (d) Suppose k = 2. Define strictly convex functions f, byf t (u)  = - u 
if 0 < t < 1 andf~(u) = u t if 1 < t < o.. Then gt(xl, x2) = - x~xl2 -t if 0 < t < 1 
and gt(x~, x2) = xfx~ -~ if 1 < t < ~ correspond t o f .  

(e) If f (u) = u log u, then g(x) = ~ iff x2 = 0 and x~ ~ 0. Thus, even if 
f i s  real valued, g is in general not. 

2. Sufficiency and Jensen's inequality 

First we study equality in Jensen's inequality for conditional expecta- 
tions where the convex functions have some special properties like g in 
Lemma 1.1 or 1.3. For arbitrary convex functions this problem has been 
investigated in full generality by Kozek and Suchanecki (1980) and earlier 
by Pfanzagl (1974b). It seems that their results do not (at least not in a 
simple way) imply Proposition 2.1 below. 

In the following let ,5~'be a a-algebra over a set £2. Suppose ~ ' C  ,5Yis 
a sub-a-algebra and P is a probability measure on ~ For A, B ~ ,5~ we 
shall write A C B[P] and A = B[P] if P(A (q B c) = 0 and P(A 0 B c) + 
P(A c A B) = 0, respectively. Recall that for each measurable map Y from 
(2 to [0, ~ ]  a conditional expectat ion E( Y 1 9 )  with values in [0, ~ ]  can be 
defined (cf. Bauer (1968), p. 244). If Y is a measurable map from 12 to 
( - ~ , ~ ]  with E ( Y - I ~ ) < ~  P-a.e., one puts E ( Y I ~ ) = E ( Y + I ~ )  - 
E ( Y - I ~ ) .  Fur the rmore ,  we set P ( A I ~ ) = E ( 1 A [ ~ )  for A ~ , ~ ,  and 
E ( Z I ~ )  = ( E ( Z I I ~ ) , . . . , E ( Z k I ~ ) )  if Z1,...,Zk are measurable maps from 
f2 to ( - ~ , ~ ]  such that each E ( Z T [ ~ ) < ~  P-a.e. The next lemma is 
implied by results in Rubin and Wesler (1958) and Pfanzagl (1974b). R 
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denotes the set of real numbers. 

LEMMA 2.1. Let C C R k be a convex Borel set and g a measurable 
convex function f rom C to ( - ~ ,  ~] such that C' -- {x ~ C: g(x) < ~} is not 
empty. For i = 1,..., k let Xi be a real valued measurable function on (2 
with EI Xi] < ~.  Suppose X(o9) ~ C for all o9 ~ £2 where X = (X1,..., Xk). 
Then the following assertions hold. 

(a) E ( ( g o X ) - I ~ )  < ~ P-a.e. 
(b) goE(Xl~ i  9) <_ E ( g o X l ~ )  P-a.e. 
(c) I f  E (goX  I ~ ) <  ~ P-a.e., then there is a Markov kernel ~u from 

(g2,,5~) to (R~,.~I ~) such that ~ , ( . , B ) =  P ( { X e B } I ~ )  P-a.e. for  all 

B ~ ~ k ,  ~(o~, C') = 1, andfy~u(~o, dy) ~ C'for all o9 ~ f2. 

(d) I f  g o E ( X l ~ ) =  E ( g o X I ~ ) < ~  P-a.e., then ~ can be chosen 

such that g( fy~,~o, dye) -- fg y) fog, ay) for all o9 ~ f2. 

The premise of the following proposition holds for the situation in 
Lemma 1.1 or 1.3(b) (see Corollaries 2.1 to 2.3). 

PROPOSITION 2.1. Assume the situation o f  Lemma 2.1. Moreover, 
let C, C1,..., Cn be convex subsets o f  C with the following properties: I f  
x ~ C, y ~ C, 0 < t < 1, and g(tx + ( |  - t)y) = tg(x) + (1 - t)g(y), then 
x , y  ~ Cifor some i= l , . . . ,n;  5 ~ 0 ,  C= C1U ... U C~, C \ C  is convex, and 
c i n n C S  i sconvex fora l l i=  1 n a n d Q ~  JC{1, . . . ,n} .  Suppose 

j E J  ~'" "~ 

g o E ( X [ ~ )  = E ( g o X [ ~ )  < ~ P-a.e. 

Then 

{ E(XI ) cin cfn 5} c{x¢ ci}[P], 

for all i= 1,...,n. 

PROOF. We only need to prove the assertion for i = 1. Put  M~ = C~, 
Mi = Cg N ~ Qc for 2 < i < n, Hi = {X ~ Mi}, and I = {i: P(Hi) > 0}. For  i e I 

define Pi = P( .  n Hi)/P(Hi). Let Ei(. 1 ~ )  denote the conditional expecta- 
tion with respect to ~ and Pi, i e I. Let ~ be given as in Lemma 2.1. For  
i e  I there are Markov kernels ~'i such that ~ui(.,B) = Pi({Xe B } [ ~ )  Pi- 

a.e., ~,i(., Mi) = I, and fy~'i(og, dy) e Mi for all o9 e 12 and B e ,_~k. We have 

E(h oX [._~) = ZP(H~[~)E~(h oX [._~) P-a.e . ,  
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if h is a measurab le  funct ion  with EIhoX[ <oo  (see 
p. 492). Hence  

and 

f g ( y ) g l (  . , dy) = ~ ( ' ,  Mi) fg (y )g l i (  " , dy) 

By Jensen 's  inequali ty,  

g( fy!udco, dy) ) <_fg(y)~g,(co, dy) , 

for  all co ~ ~2 and i ~ L 
We conclude  that  there is a P-null  set N such that  

fy~J(co, dy) = i~-~I~I(CO , Mi) fy~,ui(co, dy) , 

.(fy~(co, dy))=fe(y)~(~,dy), 

and 

Pfanzagl  (1974b), 

P -a . e . ,  

P-a.e. 

x e C. Since C \ f f  is convex ,  fyvdco, dy) or  x is in C. Thus  for  some 

and 

<_ mo fg(m',(co, dy) 

=fg(y)~(co, dy) for all co e ~ 2 \ N .  

Hence,  if co e ~2\N,  fy!u(co, dy) e C, and 0 < ~u(co, M~) < 1 for  some i e I, 

then 

fy,,(co, dy) = ~,(co, M,) fy~,,(o, dy) + (1 - V((~, M~))x 



SUFFICIENCY AND JENSEN'S INEQUALITY 721 

1 "  1 "  f 

]yqJ(og, dy), x, Jy~u,(o~,dy) ~ Q for some 1 <j<__ n. Using Jy~,,(co, dy) ~ Mi, 

thatfy~u(co, dy) e C, n iQc jc  (h ~ implies ~,(~o, Mi) = 0 for i =  2,..., n. w e  see 

We conclude 

fl,x, M,} l{E(x I~)~ c, n~Q c: n c ldP = f gt ( . ,  Mi) l le(x I~) ~ c, n ~ c/ n cldP = O, 

for all i = 2,..., n. Since E Mj = C(, the proposition follows. 
j>2 

From Proposition 2.1 we get the following special case of Theorem 2 
in Pfanzagl (1974b). 

COROLLARY 2.1. Assume  the situation o f  Lemma  2.1. I f  g is strictly 
convex and  g o E ( S l g )  -- E ( g o X f g )  < ~ P-a.e., then X =  E ( X I g )  
P-a.e. 

PROOF. The premise of Proposit ion 2.1 holds for each h e R k if we 
put n = 2, C, = {x e C: (h, x> _< 1 }, C2 = {x e C: <h, x) _> 1 }, and (7 = C. Let Q 
denote the set of rational numbers. Then 

{x ~ E(X 19)} = hU,{<h, X> > I > <h, E(X 19)>} 

= hU,({E(X lg ~) ~ C~\C2} f3 {X ~ C2\Ci}) , 

is a P-null set. 

COROLLARY 2.2. A s s u m e  the si tuation o f  L e m m a  2.1 with C--  
[0, oo)k\{0}. Let g be given as in Lemma 1.3 and h ~ (0, oo) k as in Lemma  
1.2(b). I f  g o E ( X [ 9 ) =  E ( g o X [ 9 )  < oo P-a.e., then the fo l lowing asser- 
tions hold. 

(a) { E ( X ] 9 )  e ChiXfhj} 0 {E(Xk]~ v) > 0} C {X e Chi}[P] f o r  i # j .  
2 

(b) {E(Xklg~) > O} C/__U({E(XIg}) ~ Chi} (3 {X ~ Ch~})[P]. 

PROOF. (a) The premise of Proposit ion 
C: xk > 0}, n = 2, Cl = Cm and C2 = Ch2. 

(b) We have 

2.1 holds with C =  {x ¢ 

\(2 ) 
{ E ( X k l g )  > O} ~ ({E(X 1 9 )  ¢ Ch~} n { x  ~ Chi}) 

= { E ( X k I ~ )  >0} 0 (({E(X ]._G ~') ¢ Chl} (~ {Me Ch2}) 

o ({E(X 19) ¢ Ch~} n {X, Ch,})). 
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By (a), the right hand side is a P-null set. 

Some notation: Let M C [0, o~) k have the property that  for all x ~ [0, ~)k 

t h e r e i s a t > _ O w i t h t x ~ M ; f o r e x a m p l e M = { x ~ [ O ,  oo)k:iZxi=l}where 

Q # J C  {1,...,k}. Suppose that  D C M A  (0,oo) k is dense in M. For  each 
x , a  e R k we put x la)= (a~xl,...,akxk). The r a n d o m  vector X la) is defined 
analogously. 

COROLLARY 2.3. Assume the situation o f  Lemma 2.1 with C = 
[0, oo) k. Let g and C1 .... , Ck be given as in Lemma 1.1. Then the following 
assertions hold. 

(a) I f  goE(X  [f~) = E(goX [~; ~) P-a.e., then 

{E(XIG ) C, G r } Ci}[P] I 
¢3 0 C 

j ~ i  ) 

f o r i =  1,..., k. 
(b) I f  goE(XIb)[f~) = E(goXIb)[f~) P-a.e. for all b ~ D, then 

k 
..Q=U({E(XI~; ~) e G} 0 {Xe G})[P]. 

PROOF. (a) 
n = k .  

(b) We have 

The premise of Proposi t ion 2.1 holds with (~ = C and 

k 
~({E(XI.~ v) ~ C,} U {X¢ C~}) 

C U U {E(XIb)lf~) e C, N N G  r} 
b~ D i = 1 j~i 

n {x (b) , G} ) [P]. 

Replacing X in (a) by X (b), s h o w s  that  the right hand side is a P-null set. 

We shall modify  Corollaries 2.2 and 2.3 in order  to obtain criteria for 
sufficiency for finite sets of probability measures (see Corollaries 2.4 to 
2.8). The essential result is Theorem 2.1. First we need another  lemma. 
Suppose D and M are defined as above. Let DI C (0, oo) k-1 and D: C (0,oo) k 
be given such that  {(hlal,...,hg-lal,-1,ak):heD1 and a eD2} is a dense 
subset of M. 
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LEMMA 2.2. For all x , y  ~ [0, o~)k\{0} with y~ > 0, the f o l l o w i n g  
assertions are equivalent. 

(a) x~ > 0 and x/x~ = y/y~. 
(b) For all h ~ D~ and a ~ D2 there is an i ~ {1,2} with xl~),yt~)e Chi, 

where Ch~ has the same meaning as in Lemma 1.3. 
(c) For all b ~ D there is an i ~ { 1,..., k} with x Ib),ylb) ~ C~, where C~ is 

defined as in Lemma 1.1. 

PROOF. Obviously, (b) and (c) follow from (a) since in these asser- 
tions the convex sets are even cones. 

(b) implies (a): Since yk > 0, there are h e DI and a e D2 such that 
yl~l ~ Chl\Ch2. Hence x I~l ~ Chl. This implies xk > 0 since x ~ 0. We conclude 
that for all h e D~ and a e D2, there is an i e {1,2} such that Xl~l/xk,yl~I/yk 
Ch~. Assume X / X k ~ y / y k .  Then, there are h e D1 and a e D2 such that 
xl"t / xk ~ Ch~ \ Ch2 and yla) / yk E Ch2\ Chl. This is a contradiction. 

(c) implies (a): Since yk > 0, there is a b e D with ylbt ~ Ck. Hence 
Xk > 0 since x ~ 0. Now we use induction on k. The case k--- 1 is clear. 
Suppose the assertion holds for k -  1 _> 1. If x~= 0 for all i <  k, we get 
y i - - 0  for all i <  k. Assume that xi> 0 for some i <  k. Without  loss of 
generality let xl > 0 and xk = yk = 1. Hence y~ > 0. Put  

= {(zl,..., zk-1): (Zl,..., zk) e M for some zk < sup {Zi: i < k}}, 

/ )  = {(bl,..., bk-,): (bl,.. . ,  bk) ~ D for some bk < sup {bi: i < k}}. 

We get x i / x i = y i / y l  for all i < k .  Suppose x l ~ y l .  Then x / x l ~ y / y ~ .  
Hence, there is a b e D with xlb)/x~ ~ Q for some j <  k and ylOl/yl e C~. This 
is a contradiction. 

THEOREM 2.1. Suppose  that in Corollary 2.3 we have go E ( X ( b ) l ~  ) 
= E ( g o X I b ) l ~ )  P-a.e. f o r  all b ~ D, or suppose that in Corollary 2.2 we 
have go E ( X l a ) l ~  ) = E(go Xl~)lg~ ) < oo P-a.e. f o r  all a ~ D2 and f fulf i l ls  
the assumption o f  L e m m a  1.2(b) for  all h ~ D1. Then the fo l lowing  asser- 
tions hold. 

(a) {E(Xkl~;; ~) > 0} = {Xk > 0}[P] .  
(b) X/  Xkltx~>ol = E(Xl~)~)/  E(Xkl~)~) ltE~X~l~)>ol P-a.e. 

k 

(C) I f  i~=lgi = 1 e-a.e., then 

Xl/x~>ol = E(Xl~)llE¢X~l~)>oJ P-a.e. 

PROOF. It is known that {Xk > 0} C { E ( X k I ~ )  > 0}[P]. Therefore 
(a) and (b) follow from Corollaries 2.2, 2.3 and Lemma 2.2. 

(c): Because of (a) and (b) we have the following equalities 
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= t ; (x  

= E ( X  I ~ )  

= E ( X  I ~ )  

/(( ) ) ltEcX~l~>o/ 1 + E E ( X ~ I t ~ ) / E ( X k I ~ )  E ( X k I ~ )  
i=1 

If in Theorem 2.1 the f u n c t i o n f i s  equal t o i l  defined in Example l(d) 
(0 < t < 1), we can put D2 = {(1, I)} and the corresponding premise in 
Theorem 2.1 means that equality holds in H61der's inequality for condi- 
tional expectations (t = 1/p). 

Now we turn to sufficiency. Let/~ and pl , . . . ,pk be given as in Section 
1. Define p; = d P i l ~ / d ,  u l ~ .  We have p,'-- E ( p g I ~ )  tt-a.e. (conditional 
expectation with respect to it), and ~ i s  sufficient for {P~,..., Pk} iffp~ =p;  
for all i = 1,..., k. The following corollaries are implied by Jensen's in- 
equality and Theorem 2.1 where we put P = / t  and Xi = (1/k)pi for all 
i = l , . . . , k .  

COROLLARY 2.4. ~ is sufficient f o r  {P1,..., Pk} / f f f s u p  {b~pl,..., 

bkpk}dl~ ---- f sup {blp(,... b ' , kpk}dl~for all b ~ D. 

PROOF. Using Theorem 2.1(c) and the permutation invariance of the 
sup-function, we get 

(pl, . . . ,pk) l{p~> 01 = (p(,. . . ,p~) l{p;> 01 /~-a.e. 

for l < _ i < k .  

By other methods Corollary 2.4 has been proved by Morse and 
Sacksteder ((1966), Theorem 2) for D = M =  [0, o0) k. In the following let 
4)2,..., 4)k be permutations of {2,..., k} with 4)i(k) = i. 

COROLLARY 2.5. Assume the situation o f  Corollary 2.2. Suppose 
the premise o f  Lemma 1.2(b) is ful f i l led f o r  all h ~ D~. Then l ~  is sufficient 

y , , f f o r  {P1,..., Pk} i f  g o ( a l p l ,  a2p,(2),..., akp&k))dl.t = g o ( a l p t ,  a2p,t2) . . . . .  

akp,lk~)dl~ < oo f o r  all a ~ D2 and 4) = 4)2 ..... 4)k. 

PROOF. From Theorem 2.1(c) we get 

(p l ,p~(2) , . . . ,p , (k) )  llp,,~,>0/= (pf,  p&2~,...,pg(k)) llp;~k~>01 /~-a.e. , 
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for ~b = 4~:,...,~bk. Hence pi=-p"  /z-a.e. for i =  2,. . . ,k; and this implies 
pl = p{ ~-a.e. 

For  k = 2, Corollary 2.5 has been proved in Mussmann (1979). Of 
course, in this case ~b2 is a trivial mapping. 

COROLLARY 2.6. A s s u m e  the s i tuat ion o f  Corollary 2.2 with  strictly 
convex  f .  Then ~ is suff icient f o r  {el,... ,  Pk}/f 

fgo (p(,p&2),. . . ,p&k))dlz = fg o(pl,p~t2),...,po~k))dlu < ~ , 

f o r  ch = chz,..., chk. 

PROOF. Since f is strictly convex, in Corollary 2.5 we can take 
D1 -- (0 ,~)  k-1 and D2 = {(1, 1,..., 1)}. 

For k = 2, Corollary 2.6 has been proved by Csisz~ir ((1963), Satz 1, 
and (1967), p. 310). 

COROLLARY 2.7. S u p p o s e  h ~ (0, ~ )  k-1 is f i x e d  and  D1 = {h}. Then 

~ is sufficient f o r  {P1,..., Pk} tff 

f la~h~p~ + a2hzp~2) + ... + ak-~hk-lp~lk-1) -- akp~k)ldlt 

= f la~h~pf + a2hzpg~z) + .'. + ak-lhk-lpglk-~) -- akp~k)ldlz' , 

f o r  all a ~ D2 and  c~ = 4~2,..., qbg. 

PROOF. Replace g in Corollary 2.5 by gh from Example l(b). 

COROLLARY 2.8. L e t / 3  be a dense subset of the set )Q = {(al, . . . ,  ak-~) 
(0,~)k-l :  al + ... + ak-i = 1}. Then ~ is sufficient for {PI,..., Pk} iff for 

each A e ,5~', a e / 3 ,  and 4) = th2,..., 4~k there is an ~;~-measurable test oa with 

f l,~dP~,k~ <_ foAdP~,~, 

and 

f lad(alP~ + a2P,~2) + ... + ak-lPc~(k-1)) 

> foad(alP1 + a2P,(z) + ... + ak- iP ,  lk-1)) . 
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PROOF. A short  compu ta t ion  shows that the inequalities of  Corol la ry  
2.8 imply that  the equali t ies in Coro l la ry  2.7 hold with h - - ( I ,  1,..., 1), 
M - -  3~t× {1}, and D2 = / 3  × {1}. 

For  k - - 2 ,  Corol la ry  2.8 is Pfanzagl 's  (1974a) character izat ion of  
sufficiency. The p r o o f  of  Coro l l a ry  2.5 shows that  in Corol lar ies  2.5 to 2.8 
the pe rmuta t ions  th2,..., ~bk are only needed if k _> 3 and if P2,..., Pk-1 are 
not  absolute ly  cont inuous  with respect  to Pk. 
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