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1. Introduction

Using the notation

(1) P= a(a+1)---(a+x—1) la”
* x! A+ a) >

(a: 2>0; X=0, 11 ‘ ")

for the probability function of a negative binomial variate, the asympto-
tic variance of the maximum likelihood estimate a of « is

(2) (n Var &)"zk%usku(z, @)

where

b=l A )1
2\it+a! a(a+l) ’
usz_sg_( lia )5_2 (a-f-ss__ll))!(c—z) :

A series implying (2) was given by Fisher (1941) who derived it by
transforming the series for .., namely

(3) b= (l—ia )aé Ezj-—i)_lls)!! (/Hz-a ),g (ot-i]:t)2 )

In a recent paper Shenton and Wallington ([3], expressions (21lb) and
(21d)) have given approximations to U when i/a is large and when «a is
not small. In passing we remark that they fail to point out that one
of their expressions is tantamount to

(4) (n Var @) ~¥(a)—1/a (4 large)
where ¥(a)=D?log I'(a) and is the trigamma function.
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2. Elementary bounds

Since the sampling variance of a has not been tabulated to any ex-
tent it seems desirable to find useful bounds and approximations. From

@)

2.21 2 2.31 2 )
2, @)=1
U@, «) T 3at2) ita | Aoty atd) (2+a +

so that for «>0, 20,
Ui, ¢)=1
and

2.21 2.3! 4.
3(a+2) 4a+2)(a+3)

=2a(a+1)Ta)—1/a).

U@, e)<1+

We deduce that
(5) 1+ea/2 /(T (a)—1/a)<n Var a<2a(a+1)(1+a/),

and the lower bound may be evaluated by referring to tables of ¥®(a)
(for example, H. T. Davis, Tables of Higher Mathematical Functions,
Principia Press, Bloomington). If we use the mean of the two bounds
in (5), then the relative error of this approximation is at most

(6) e(a)=a(a+1)(T(a)—1/a)—1/2

=a(a+1){-L, +%—£;—£;—---}—% (« large)

2a a a

where B,=1/6, B,=—1/30, B,=1/42, etc. are Bernoulli numbers, so that
e(a) is about 7 per cent or less if a exceeds 10 and about 15 per cent
or less if 5<a<10. However, the error may be considerable if « is
small.

3. Integral representation
It is readily verified that

() UG, =240 (19, @)~ 1/a)

! ttlog {1—6(1—t)}dt

(8) where 6V, a)=—go - (@>0, 0<0<1)
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and 6=2/(+a). Now taking a and 6 as independent variables we have

B _ 0 (" Q—tydt
(92) 61V, )= VO, a+ =2 | LVt

_1{ ¢ 7 _1-¢
(6b) —?So P (_ 6 )

We deduce from (9) the expansions in terms of hypergeometric functions

)= FQ,1; ats+1; 6)
10a)  V(8, @) SZ=]1 (@ts—T)ats)

_ 1 = FQ, ats; ats+1; —6/(1—6))
(10b) =13 ,,5:1 (ats—T)ats) (>0, 0<0<3).

(>0, 0<6<1),

Actually (10a) is equivalent to a generalization of (4), for if 2 is large,
we use Gauss’s theorem

I'(¢)'(c—a—Db)
I'(c—a)(c—b)

F(a, b; ¢; 1)= (¢c>a+b)

and derive

> 1
Vo, a)~ 82=l m (2 large) .

Comparing (10a) with the behaviour of the derivative of the Psi func-
tion when the argument is small leads one to expect relatively slow
convergence in this case.

4. Continued fraction bounds

From (9b) we have

_{* #f(8) 22 th ths
11 ov(e, —S R ACLEY; [ POR ol N o W S o MRS
() (6, o) 0o 2+t z 2 2
where
-} tl 1 8 1
t)= _— Y= ,
Fe E a+ts # s+1 Ea a+t+r

and in fact (11) can be written in the form of a Stieltjes transform

12) «BV(b, a)=5:jfg ,
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where the distribution function F{(t), with moments ap,, is defined as

@13) F(t)=aSt (G—uwpu'du 0<st<l;
0 1—u
F=1, t>1
F@t)=0, t<0.

Evidently F(t) is bounded and non-decreasing and has infinitely many
different values for ¢>0. Moreover, it may be verified that

as P

Hence the Stieltjes moment problem is determinate (see for example
Wall [5], or Shohat and Tamarkin [4]), and there is the Stieltjes con-
tinued fraction development

1 » & 2 q
15 oV (6, a)= G
(15) VO, Q= 1 2t

where the p’s and ¢’s are positive (and actually functions of « only) and
evaluated from

P = ﬁ:gf’: : q,.=———-Aj£B:-‘ , (A4=B,=1)
with
Botty *** Moo N T
o I Pally = P
A=~ ) B,=|" ) n=1,2, ---.).
Pn—i fln **° Han—s Bn oty * 0 Han—

The continued fraction expansion (15) converges for >0 and 21=0 but
the p’s and ¢’s soon become complicated; however it can be shown that
they never exceed unity (this follows from the fact that the moment
problem for the interval (0, 1) is determinate) and moreover, using a
theorem of Chokhatte [1]

lim p,=limq,=1/4.

It is conjectured that p, monotonically decreases to a quarter and that
g, monotonically increases to a quarter.
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It may be pointed out that if the p’s and ¢’s are evaluated for a
particular value of a then V can be evaluated for different 2 merely by
changing z in (15).

Again the odd and even convergents in (15) give upper and lower
bounds respectively of increasing accuracy to V, and hence lower and
upper bounds of increasing accuracy to n Vara.

The first few partial numerators in the continued fraction are:

_ 2a+1 o= 5a+2
Y 2a42 ' 6(a+ 1) (a+2)(2a+1)
py= (a+1R 0= 42a+1)S
"7 3(a+2)(a+3)(2a+1)(5a+2) ' B(a+-3)(a+4)(Ba+2)R
p= 3t Ea+2)T o= 27TRU
"7 10(a+4)(a+5)RS ' 14(a+5)(a+6)ST

where

R=30a*+78a’+58a+12,
S=245a'4587a*+390a+72
T=4,900a*+36,070a*+102,608a* + 143,084a’+101,9584*
+ 34,704+ 4,320
U=140,161a*+990,172a*4-2,683,877a' + 3,536,882
+2,360,376a’ + 747,360+ 86,400.

As examples of the bounds we have

(16) a(A+a)/<n Var a<a(A+a) {(2a+1)A+2a'+2a} /2
and somewhat closer

a1 20’ (a+1)(2+a) Vi< n Var a<2a(a+1)(A+a) W/2
where

V= (6’ +12a+4)243a(a+2)(2a+1)
(ba+2)2+3a(a+2)(2a+1) ’
W= (2a+1)a,2+ 3a(a+ 2)ad+ 3a*(a+ 2)(a+3)(2a+1)(ba+2)
a2+ 3a(a—+2)(a+3)(2a+1)(5a+2)

with

a,=15a'+39a*+29a+ 6
a,=20a*+ 500" +82a+6
a,=30a'+ 1330+ 231’ + 134a+ 24 .
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5. Bounds depending on the trigamma function

It is easily shown that

1 —ga 1)
(18) nVara T(a)— (1+a) 7 (a, 2, >0)
where
S _dF(t)
o tt+z2)

A sequence of increasing lower bounds can now be set up using a
result on generalized continued fractions glven by Shenton ([2], (48)).
It turns out that

(19) @=lim p,

$—00

where p,=k}/k,, and k¥, k, follow the recurrence

{ U = Ugs_1F CagUhas_y— BasUhas— s — TasWas—5+ Osslhas g

Uag—1 = Oyg1Ugg—3— PBos—1Uns 5+ Oag_1Ung_7 (s=2,3, ---)
with
k¥=0, k¥=k¥=1; k¥=0, s<0;
k=1, k,=0, k,=by(2+b,+b,); k,=0, s<0;
and

as=bs(z+ b —1+bc+ b:+1)9 ﬂa= b:—ﬂb:as—l ’
Ts=bs—3bs—2bs—2bs—lb: ’ 5,=b,_.4 s-abz—zba—lbs ’

where b,,=p,, b,,..=¢; and are given in terms of the partial numerators
of (15).
Moreover,

;<p<p< -+ <D,
Using p, we find

' 6(a+1)(a+2) -t
a(i+a) 2iBa*+6a+2)+3a(a+2)(2a+1) 1

(20) nVara> [wm(a)—

6. Concluding remarks

A number of assessments are given for the large sample variance
of the maximum likelihood estimate @ of « in the negative binomial dis-
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tribution. The series (2) can be used to give upper bounds, and these
are readily calculated from the partial sums provided a is not small and
2 large—in which case the series converges slowly. If, however, A/a is
large, then bounds from the Stieltjes continued fraction (15) should be
useful. Again if A is large, then lower bounds can be calculated from
(19).
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