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Abstract When model the heteroscedasticity in a broad class of partially linear mod-
els, we allow the variance function to be a partial linear model as well and the
parameters in the variance function to be different from those in themean function.We
develop a two-step estimation procedure, where in the first step some initial estimates
of the parameters in both the mean and variance functions are obtained and then in the
second step the estimates are updated using the weights calculated based on the initial
estimates. The resulting weighted estimators of the linear coefficients in both the mean
and variance functions are shown to be asymptotically normal, more efficient than the
initial un-weighted estimators, and most efficient in the sense of semiparametric effi-
ciency for some special cases. Simulation experiments are conducted to examine the
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numerical performance of the proposed procedure, which is also applied to data from
an air pollution study in Mexico City.
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1 Introduction

The partially linear model (PLM) is an important generalization of the linear model.
Since it was proposed by Engle et al. (1986), it has gained a lot of efforts during the
past decades (Härdle et al. 2004; Liang et al. 1999; Robinson 1988; Speckman 1988)
and become a useful tool in statistical analysis for parsimoniously reflecting nonlinear
trend of some continuous covariate. More importantly, it has been applied to explore
data in various disciples such as econometrics (Yatchew and No 2001), biomedicine
(Hunsberger et al. 2002; Liang et al. 2008; Zeger andDiggle 1994), and environmetrics
(Prada-Sánchez et al. 2000).

The model has the flexibility of a nonparametric regression model, while contains
a linear combination of coefficients, whose estimators can achieve nice asymptotic
normality as it were a pure linear model under mild conditions. Several methods have
been proposed to estimate linear coefficients, including profile (Speckman 1988),
backfitting (Opsomer and Ruppert 1997), regression spline (Chen 1988), and smooth-
ing spline (Engle et al. 1986; Heckman 1986). The generalized partially linear model
(GPLM), a generalization of the PLM, was also well studied (Carroll et al. 1997;
Härdle et al. 1998; Wang et al. 2011; Xia and Härdle 2006).

However, most existing work focuses on statistical inferences for the parameters
in the mean function and variance function estimation has received much less atten-
tion in the literature than it deserves. Although a wealth of work has been done to
take heteroscedasticity into account for enhancing the efficiency of estimating the
parameters in the mean function, estimating variance function is of independent inter-
est. A simple example is when one derives confidence intervals/bands for the mean
function, an appropriate estimator of the variance is needed (Cai and Wang 2008).
Alternative examples where the variance function estimation plays an important
role include a study of kinetic rate parameters (Box and Hill 1974), quality con-
trol (Box and Meyer 1986), and a study of social inequality (Western and Bloome
2009). More recently, Thomas et al. (2012) demonstrated that individual variability
in longitudinal measurements for an individual can be predictive of a health outcome,
and Teschendorff and Widschwendter (2012) argued that differential variability can
be as important as differential means for predicting disease phenotypes in cancer
genomics.

In response to these demonstrations of the importance of variance function, flexible
and efficient methods for variance function estimation are in demand. Here we give
a brief survey on variance function estimation in models related to the GPLM; see
Carroll (2003) and Carroll and Ruppert (1988) for comprehensive surveys. Repre-
sentative work on modeling heteroscedasticity in linear or nonlinear models includes
Carroll and Ruppert (1982), Carroll (1982), and Bickel (1978). Along with these,
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