
Ann Inst Stat Math (2018) 70:983–1011
https://doi.org/10.1007/s10463-017-0615-z

Hybrid schemes for exact conditional inference
in discrete exponential families

David Kahle1 · Ruriko Yoshida2 ·
Luis Garcia-Puente3

Received: 11 November 2015 / Revised: 20 April 2017 / Published online: 4 September 2017
© The Institute of Statistical Mathematics, Tokyo 2017

Abstract Exact conditional goodness-of-fit tests for discrete exponential familymod-
els can be conducted via Monte Carlo estimation of p values by sampling from
the conditional distribution of multiway contingency tables. The two most popular
methods for such sampling are Markov chain Monte Carlo (MCMC) and sequential
importance sampling (SIS). In this work we consider various ways to hybridize the
two schemes and propose one standout strategy as a good general purpose method
for conducting inference. The proposed method runs many parallel chains initialized
at SIS samples across the fiber. When a Markov basis is unavailable, the proposed
scheme uses a lattice basis with intermittent SIS proposals to guarantee irreducibility
and asymptotic unbiasedness. The scheme alleviates many of the challenges faced by
the MCMC and SIS schemes individually while largely retaining their strengths. It
also provides diagnostics that guide and lend credibility to the procedure. Simulations
demonstrate the viability of the approach.
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1 Introduction and background

The analysis of contingency tables is one of the oldest problems in statistics, and an
enormous amount of literature has beendedicated to the topic. It has nowbeenwell over
a century since Pearson introduced his ubiquitous asymptotic χ2 tests (Pearson 1900).
A few decades later, concerns about the applicability of that procedure to situations
with small sample sizes motivated Fisher to discover the exact procedure that now
bears his name, which assesses the simple problem of the independence of the two
variables represented in a 2×2 contingency table (Fisher 1922a, 1934). In this article,
we consider methods with which one might carry out exact conditional inference in
discrete exponential family models on arbitrarily sized tables, a great generalization
of Fisher’s test. These kinds of procedures have applications all over science and are
increasingly warranted in the light of big, small-celled datasets, where they are often
the only tool in the statistician’s toolkit.

Generalizing Fisherian exact conditional inference first to R × C tables, then to
multiway tables, then to more complex models has proven to be a theoretically simple
task that is incredibly challenging in practice. We refer the reader to the excellent
though now somewhat dated review by Agresti (1992). Presented in more precise
language inSect. 2, the basic problem is the computation of a p value that is analytically
intractable in the same way most Bayesian problems are intractable—the distribution
of interest contains an integral (sum) that cannot be computed. As in that setting,
Monte Carlo techniques have been employed to estimate probabilities of interest, here
p values, to an arbitrary degree of accuracy. Unlike most Bayesian problems, however,
in the setting ofmultiway tables the state space is discrete and implicitly defined,which
introduces a number of complications that make the problem unique.

The two-way R × C independence model case was essentially solved in the late
1970’s/mid-1980’s via two quite different strategies: sophisticated methods of exhaus-
tive enumeration (Mehta and Patel 1986; Clarkson et al. 1993) and Monte Carlo
simulation (Boyett 1979; Patefield 1981). These strategies remain standard practice;
for example R’s fisher.test() implements both, with the former as the default
(RCore Team2014). For themore generalmultiway problem, the enumerationmethod
is obviously untenable (in fact it is untenable for most R × C problems), so work in
the area has turned to Monte Carlo strategies.

In this article we consider hybrid versions of the two prevailing strategies used
to conduct exact conditional inference in discrete exponential families, Markov chain
MonteCarlo (MCMC) and sequential importance sampling (SIS), propose one strategy
that stands out among similar variants, and communicate simulation results indicative
of how the method might perform in real-world applications. We also discuss the
apparent limitations of the method.

The outline is as follows. After providing a notational introduction in Sect. 2, we
present a concise review of the MCMC and SIS methods in Sects. 3 and 4. In Sect. 5
we consider various potential hybrid schemes that incorporate SIS samples into the
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