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Abstract The varying coefficient models (VCMs) are extremely important tools in
the statistical literature and are widely used in many subject areas for data modeling
and exploration. In linear VCMs, typically the errors are assumed to be independent.
However, in many situations, especially in spatial or spatiotemporal settings, this is
not a viable assumption. In this article, we consider nonparametric VCMs with a
general dependent error structure which allows for both spatially autoregressive and
spatial moving average models as special cases. We investigate asymptotic proper-
ties of local polynomial estimators of the model components. Specifically, we show
that the estimates of the unknown functions and their derivatives are consistent and
asymptotically normally distributed. We show that the rate of convergence and the
asymptotic covariance matrix depend on the error dependence structure and we derive
the explicit formula for the convergence results.
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1 Introduction

Varying coefficient models (VCMs) have been proven to be very useful statistical tools
for flexible regressionmodeling inmany areas of study. These could be seen as a natural
extension of typical parametric models so that the models are linear in the regressors,
but their coefficients are allowed to vary smoothly over another covariate (Ahmad
et al. 2005). VCMs are also generalizations of nonparametric regression models in
the sense that one can model multiple covariates with corresponding nonparametric
coefficients depending on another covariate.

There is a rich existing literature onVCMs. Fan andZhang (2008) provide a detailed
review of VCMs and their theoretical development. However, most of the existing
literature depends on two assumptions. First, the errors in the regression model are
independent and identically distributed (iid). Second, the response–covariate pairs
are also iid across the sampling units. However, in many applications, we observe
dependent data and our main objective lies in developing regression models which can
be used for prediction purpose. While doing the analysis of dependent data, usually
the strict stationarity assumption on the process is assumed to be true, but in reality
this assumption rarely holds. While working with a Gaussian random field, we can
relax the strict stationarity assumption. In such situations, we only need the mean of
the random field to be constant over the whole region and the covariance function to
depend only on the locations, see Cressie (1993) and Stein (1999) for more details.
Though, in general we cannot relax such an assumption.

To handle the underlying nonstationarity of a time series, Tran et al. (1996) have
considered linear nonparametric regression estimators for fixed design. In contrast to
the usual assumption of iid residuals, they have assumed stationary dependent residu-
als. Moreover, no mixing condition is imposed on the dependence structure. Robinson
(1989) and Cai (2007) study a time-varying coefficient time series model with a time
trend function and serially correlated errors to characterize the nonlinearity, non-
stationarity and trending phenomenon. In Robinson (1989), a Nadaraya–Watson-type
estimator is developed to estimate the time trend and coefficient functions, whereas Cai
(2007) considered a more general local polynomial approach. However, the results are
proved under the assumption that the time points ti = i/n, for i = 1, . . . , n, and hence,
the increasingly intense sampling of data points derives the consistent estimation in
both Robinson (1989) and Cai (2007). Spatially, VCMs have already been considered
before (see, for example, Aykroyd 1998; Aykroyd and Zimeras 1999; Dreesman and
Tutz 2001; Higdon et al. 1997 and Johnson et al. 1991). However, all of these works
have either considered completely parametric structures for the coefficients or the
observations are equally spaced on a regular lattice.

Robinson (2011) considers a general error structure which assumes that the errors
are, up to a random scalar, generated as a linear process of independent innovations that
are independent of the regressors. This formulation enables us to model both lattice
linear autoregressive moving average and spatially autoregressive (SAR) models. As
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