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Abstract Estimation of the integrated volatility is an important problem in high-
frequency financial data analysis. In this study, we propose a quadratic unbiased esti-
mator of the integrated volatility for stochastic volatility models with microstructure
noise. The proposed estimator minimizes the finite sample variance in the class of
quadratic estimators based on symmetric Toeplitz matrices. We show the proposed
estimator has an asymptotic mixed normal distribution with optimal convergence rate
n−1/4 and achieves themaximum likelihood estimator efficiency for constant volatility
case. Simulation results show that our proposed estimator attains better finite sample
efficiency than state-of-the-art methods. Finally, a real data analysis is conducted for
illustration.
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1 Introduction

In security markets, financial data taken at a finer time scale such as tick-by-tick data
have become readily available due to advances in data acquisition and processing
techniques. These high-frequency data provide a rich source for volatility analysis,

L.-C. Lin · M. Guo (B)
Department of Applied Mathematics, National Sun Yat-Sen University, Kaohsiung, Taiwan
e-mail: guomh@math.nsysu.edu.tw

L.-C. Lin
e-mail: lclin@mail.ncku.edu.tw

Present address:
L.-C. Lin
Department of Statistics, National Cheng Kung University, Tainan, Taiwan

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s10463-015-0507-z&domain=pdf
tagu01
長方形


	Optimal restricted quadratic estimator of integrated volatility
	Abstract
	1 Introduction
	2 Optimal restricted quadratic estimator
	3 A recursive algorithm for solving SL(θ*)
	4 Simulation and empirical studies
	4.1 Comparison of the five estimators
	4.2 Empirical study

	5 Conclusion
	Appendix A: Proofs
	Proof of Lemma 1
	Proof of Lemma 2

	Appendix B: Figures
	Appendix C: Table
	Acknowledgments
	References




