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Abstract The ordinaryBayes estimator based on the posterior density can have poten-
tial problems with outliers. Using the density power divergence measure, we develop
an estimation method in this paper based on the so-called “R(α)-posterior density”;
this construction uses the concept of priors in Bayesian context and generates highly
robust estimators with good efficiency under the true model. We develop the asymp-
totic properties of the proposed estimator and illustrate its performance numerically.
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1 Introduction

Among different statistical paradigms, the Bayesian approach is logical in many ways
and it is often easy to communicate with others in this language while solving real-life
statistical problems. However, the ordinary Bayes estimator, which is based on the
usual posterior density, can have potential problems with outliers. Recently Hooker
and Vidyashankar (2014), hereafter HV, proposed a methodology for robust inference
in the Bayesian context using disparities (Lindsay 1994) yielding efficient and robust
estimators. It is a remarkable proposal andhasmanynice properties.However, there are
also some practical difficulties whichmay limit its applicability. The proposal involves
the use of a nonparametric kernel density estimator, and hence the associated issues and
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