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Abstract We revisit the second-order nonlinear least square estimator proposed in
Wang and Leblanc (Anne Inst Stat Math 60:883–900, 2008) and show that the esti-
mator reaches the asymptotic optimality concerning the estimation variability. Using
a fully semiparametric approach, we further modify and extend the method to the het-
eroscedastic error models and propose a semiparametric efficient estimator in this more
general setting. Numerical results are provided to support the results and illustrate the
finite sample performance of the proposed estimator.
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1 Introduction

Wang and Leblanc (2008) considered a regression model with a parametric mean
function and a constant variance:

Y = m(X;β) + ε, (1)

where they assumed that Y is a one-dimensional continuous response variable, and
X is a covariate vector that can be continuous, discrete, or mixed. The mean function
m is a known function up to the d-dimensional parameter β and the model error ε

satisfies the usual mean zero assumption E(ε|X) = 0. In addition, they also assumed
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