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Asymptotic normality of Powell’s kernel estimator
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Abstract We establish asymptotic normality of Powell’s kernel estimator for the
asymptotic covariance matrix of the quantile regression estimator for both i.i.d. and
weakly dependent data. As an application, we derive the optimal bandwidth that min-
imizes the approximate mean squared error of the kernel estimator. We also derive the
corresponding results to censored quantile regression.
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1 Introduction

This paper establishes asymptotic normality of Powell’s (1991) kernel estimator for
the asymptotic covariance matrix of the quantile regression estimator. Let us first intro-
duce a quantile regression model. Let (Yi , Xi )(i = 1, 2, . . . , n) be i.i.d. observations
from (Y, X) where Y is a response variable and X is a d-dimensional covariate vector.
The τ th (τ ∈ (0, 1)) conditional linear quantile regression model is defined as

QY (τ |X) = X′β0(τ ), (1)

where QY (τ |X) = inf{y : P(Y ≤ y|X) ≥ τ } is the τ th conditional quantile function of
Y given X. Koenker and Bassett (1978) propose the estimator β̂KB(τ ) for β0(τ ) which
minimizes the objective function

∑n
i=1 ρτ (Yi −X′

iβ), where ρτ (u) = {τ − I (u ≤ 0)}u
is called the check function (I (·) denotes the indicator function). It is well known that,
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