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Abstract Profile likelihood is a popular method of estimation in the presence of
an infinite-dimensional nuisance parameter, as the method reduces the infinite-dimen-
sional estimation problem to a finite-dimensional one. In this paper we investigate the
efficiency of a semi-parametric maximum likelihood estimator based on the profile
likelihood. By introducing a new parametrization, we improve on the seminal work
of Murphy and van der Vaart (J Am Stat Assoc, 95: 449–485, 2000): our improvement
establishes the efficiency of the estimator through the direct quadratic expansion of
the profile likelihood, which requires fewer assumptions. To illustrate the method an
application to two-phase outcome-dependent sampling design is given.
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1 Introduction

The method of profile likelihood estimation is a familiar methodology in the pres-
ence of a nuisance parameter. It is particularly useful when dealing with applications
to semi-parametric models, since the method to calculate the semi-parametric maxi-
mum likelihood estimator (MLE) is based on a particular representation of the profile
likelihood. For example, Scott and Wild (1997, 2001) use profile likelihood to cal-
culate the semi-parametric maximum likelihood estimator for data from variations of
case–control studies.
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