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Abstract We show that in the case of Fay–Herriot model for small area estimation,
there is an estimator of the variance of the random effects so that the resulting EBLUP
is the best in the sense that it minimizes the leading term in the asymptotic expansion
of the mean squared error (MSE) of the EBLUP. In particular, in the balanced case,
i.e., when the sampling variances are equal, this best EBLUP has the minimal MSE
in the exact sense. We also propose a modified Prasad–Rao MSE estimator which is
second-order unbiased and show that it is less biased than the jackknife MSE estimator
in a suitable sense in the balanced case. A real data example is discussed.
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1 Introduction

The empirical best linear unbiased predictor, or EBLUP, is well known in small area
estimation (e.g., Rao 2003; Jiang and Lahiri 2006). It is obtained by replacing the
unknown variance components in the BLUP by their estimators. Different estima-
tors of the variance components have been used in the literature to get the EBLUP.
For example, Prasad and Rao (1990) (P–R hereafter) used the method of moments
(MoM, or ANOVA) estimators, while Datta and Lahiri (2000) considered maximum
likelihood (ML) and restricted maximum likelihood (REML) estimators. However, it
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