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Abstract The problem of estimating parameters of a multivariate normal
p-dimensional random vector is considered for a banded covariance structure reflect-
ing m-dependence. A simple non-iterative estimation procedure is suggested which
gives an explicit, unbiased and consistent estimator of the mean and an explicit and
consistent estimator of the covariance matrix for arbitrary p and m.
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1 Introduction

Many testing, estimation and confidence interval procedures discussed in the multivar-
iate statistical literature are based on the assumption that the observation vectors are
independent and normally distributed (Muirhead 1982; Srivastava 2002). The main
reasons for this are that often sets of multivariate observations are, at least approxi-
mately, normally distributed. Moreover, the multivariate normal distribution is math-
ematically tractable. Normally distributed data can be modelled entirely in terms of
their means and variances/covariances. Estimating the mean and the covariance matrix
is therefore a problem of great interest in statistics.

Patterned covariance matrices arise from a variety of contexts and have been
studied by many authors. Below we give a very brief overview indicating different
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